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Svalbard Integrated Arctic Earth Observing System (SIOS) is an international multidisciplinary research infrastructure in and around Svalbard. SIOS focuses on long-term monitoring of key variables in the Arctic to observe, attribute and describe the effects of global environmental and climate change. SIOS entered into the operational phase in 2018 with a mission to develop an efficient observing system; to share technology, experience, and data; to close knowledge gaps, and to decrease the environmental footprint of science. The annual SESS report is one tool to fulfil this mission.

The SESS report is a way to guide development of the observing system; the recommendations in the SESS reports are used to identify research needs, gaps in observations, and new techniques and methods that can improve and optimise the research infrastructure. This is the third SESS report. Like its forerunners, it is based on multifarious contributions from different disciplines within Earth System Science. The reports’ recommendations are already being implemented, either at the initiative of the SIOS Knowledge Centre or by SIOS members as a direct result of collaborating to write a SESS chapter or within SIOS in general. During the coming year, we will synthesise the recommendations from the first three reports and develop a roadmap for their implementation.

The year 2020 has been overshadowed by the global COVID-19 pandemic. The Svalbard community, which is quite dependent on tourism and research, was also hit hard. The nationwide lockdowns in many countries, quarantine regulations, and restrictions on travel to and within Svalbard led to field work being postponed or cancelled. Meetings, workshops, and conferences were all moved online. This is foreseen to continue at least for the first half of 2021.

SIOS reacted swiftly to this new situation with various initiatives. The SIOS Knowledge Centre, with help from the working groups, organised possibilities to patch gaps in field data with satellite or airborne remote sensing, coordinated remote access to research instrumentation, and also intensified the social aspects of SIOS by gathering the community virtually for coffee breaks, webinars and conferences. None of these things would have happened without members’ and the SIOS Knowledge Centre’s dedication. In some ways, it might be said that the pandemic has made the SIOS community more tightly knit by bringing them together – if only virtually – to share knowledge, solve problems and ensure research continuity.
There is a lot to learn for the future. How will the “new normal” look? How much we will change our behaviour? Will we continue or even expand our use of digital technology to interact with each other? Will we increasingly rely on remote and virtual access to keep measurements running and gather samples? Only time will tell how much of today’s on-site fieldwork will be replaced by remote sensing tools and innovative approaches. SIOS will certainly continue to strive to be at the forefront of developing new methodologies that ensure high quality observations in the Arctic.

I would like to express my appreciation for the editorial board; it was a pleasure to work with such an enthusiastic team. I am deeply grateful to the reviewers for their input on this SESS report; reviewing is hard work, and I thank you. I also acknowledge my colleagues here at SIOS Knowledge Centre. These have been strange times, but we managed to support each other and make the best of a challenging situation.

Longyearbyen, December 2020

Heikki Lihavainen

Director, SIOS
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Executive Summary

The State of Environmental Science in Svalbard (SESS) report 2020 aims to document the state of the Artic environment in and around Svalbard, and highlight research conducted within SIOS. Given its remote but accessible location, Svalbard constitutes a privileged place to observe the Arctic environment in general, including, more specifically, the causes and consequences of climate change in the Arctic.

The Arctic is currently undergoing significant changes due to global warming. The IPCC Special Report on the Ocean and Cryosphere in a Changing Climate (2019) was a wake-up call for climate change action. Over the last two decades, the Arctic has warmed more than twice as fast as the global average. The Arctic sea-ice extent has declined and will continue to decline in the future. For a stabilised global warming of 2°C, there is a 10-35% risk of a sea ice free September occurring at the end of the 21st century.

Svalbard, as the Arctic in general, has undergone substantial changes in near-surface temperature, precipitation and sea-ice extent in response to the warming over the last few decades, and these trends are projected to continue in response to future climate change. The future increases in temperature and precipitation in the Arctic and in Svalbard are expected to be significantly larger than the global mean increase in those variables. Thus, Svalbard is well-suited as an observational supersite for the Arctic (SvalCLIM).

Knowledge of the spatio-temporal distribution of snow in the Arctic is key to understanding the snow–atmosphere feedbacks involved in Arctic amplification. Long time-series of snow cover from a wide variety of observational platforms provide information at different spatial and time scales. For instance, satellite monitoring over 1982-2015 has shown an earlier onset of snow-melting in Svalbard, and shortened duration of summer snow cover with the most pronounced decrease in valleys, by 1-2 days per year (SvalSCESIA). A comparison between satellite-derived snow cover data and the output from several hydrological snow models revealed significant differences in the geographical distribution and the timing of snow cover, which are likely explained by inaccurate inputs to the snow models (SATMODSNOW). Satellite observations are limited by their relatively low temporal resolution, and they can be affected by cloud cover. In contrast, terrestrial photography is characterised by high temporal resolution and is less affected by the weather; therefore, it can provide a continuous ground-truth for validating remotely sensed observations of snow cover in Svalbard (PASSES). Integrating these three methodologies allows for a multi-scale approach to snow cover observations and modelling (SnowCover).

Depending on their composition, aerosols can contribute to warming or cooling of the Arctic atmosphere. The reduction of cooling sulphate aerosol due to air quality legislation in Europe and North America since the 1980s has been proposed to be responsible to a significant part of Arctic warming. Knowledge about the long-term trends of aerosol concentration and composition is therefore essential to understand their role in Arctic warming. A significant increase in aerosol concentration in the Arctic troposphere occurs in winter–spring (Arctic Haze), and has mainly an anthropogenic origin. The Gruvebadet and Zeppelin observatories, in Ny Ålesund, provide long-term data on sulphate and ammonium, two central components of Arctic Haze. Long-term trends of those compounds are analysed (HAZECLIC).
In general, an increase in water runoff has been observed from glacierised catchments due to increased melt of the glaciers. However, over the last decades, there has been a decrease in freshwater fluxes from some small glacierised catchments due to rapid shrinking of glacier area and volume. In contrast, water discharge has increased in rainfall-dominated watersheds due to increased precipitation. The boundaries of the hydrological year have shifted to earlier onset of snowmelt in the spring and later freeze-up in the autumn. The current long-term monitoring of evaporation and condensation, as well as of precipitation change with elevation is sparse and needs to be upgraded (SvalHydro).

One of the Arctic ecosystems that is directly and indirectly impacted by global warming is the coast. Climate change-induced stressors such as reduction of land and glacier ice, altered wind and wave energy, increased precipitation, thawing permafrost and changes of surface runoff all affect environmental conditions in the coastal waters. Global warming also contributes to more intense human activity in the Arctic (e.g., tourism, natural resources exploration). More comprehensive monitoring of physical, geochemical and biological parameters is necessary to detect, understand and mitigate changes in Svalbard's coasts (SvalCoast).

Climate change in the Arctic can also lead to an increase in the risks to human populations, such as geohazards. In permafrost landscapes, the thawing of ground ice often leads to ground instability and subsidence. Current knowledge about ground ice in Svalbard is focused on coastal lowlands, valley bottoms and periglacial landforms, while research on ground ice in slope deposits is currently limited. Temperature and pore water pressure sensors in boreholes in slopes could improve our understanding of slope sensitivity to climate change and enable preparedness for geohazards (PermaSval).

Climate change is not the only problem of anthropogenic origin affecting Svalbard. The archipelago is also affected by plastic waste, which is an emerging global issue. Microplastics are plastic fragments (1 μm to 5 mm in size) that originate from both primary (e.g. cosmetics) and secondary (fragmentation of plastic products) sources. Microplastics debris has been found in sea ice, snow, water, sediment and biota samples from Svalbard. A holistic view of the microplastics status is crucial for evaluating and communicating the significance of prevention and reduction of plastic pollution in the Arctic (MIRES).

Developing an integrated Arctic Earth observing system is of utmost importance if we aim to better understand the numerous environmental challenges faced by the Arctic. Among the observational platforms available, unmanned aerial vehicles (UAVs) can provide valuable observations around the Svalbard region. To increase collaboration and to allow establishing long-term monitoring datasets, a system to log past, existing, and planned projects with UAVs in Svalbard should be developed (UAV Svalbard). Svalbard is also home to space physics infrastructure, including a wide range of optical and radio instruments. The Svalbard SuperDARN radar is part of a global network of high frequency radars that provide information on the structure and dynamics of the Earth's ionosphere. Among other uses, SuperDARN could support space weather monitoring by providing real-time observations. Unfortunately, SuperDARN was damaged by a severe ice storm in 2018, but it will be rebuilt in 2021 (SuperDARN).

Based on research conducted within the framework of SIOS, the authors of the SESS chapters have highlighted the gaps in our knowledge about the Earth system and suggested concrete actions that should be taken to address these gaps.

The editors would like to thank the authors for their valuable contributions to the SESS Report 2020. Together, these chapters show how SIOS projects contribute to the advancement in the knowledge of the Svalbard region’s role in the Earth system.
How representative is Svalbard for future Arctic climate evolution? An Earth system modelling perspective (SvalCLIM)

HIGHLIGHTS

- Svalbard displays stronger warming than the Arctic as a whole for the period 1980–2014.
- Over the same period, sea ice melts faster around Svalbard than in the whole Arctic.
- In the worst-case future scenario, winter precipitation and winter temperatures rise less in Svalbard than in the whole Arctic.
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Situated in the Arctic and in a region with relatively pristine conditions, Svalbard is a very important and interdisciplinary observational supersite for the Arctic. In this SESS chapter, we investigate how representative Svalbard is for the Arctic region as a whole using data from numerical simulations with climate models.

In our study comparing model predictions of how temperature, precipitation, and sea-ice extent develop over time, we found that the changes in Svalbard resemble those in the Arctic as a whole, both during the warming period of the past few decades and during projected future climate change. However, some important differences were found (see highlights).
Predicting and characterising climate change in Svalbard will be increasingly important in the 21st century as changes in near-surface air temperature, precipitation and sea-ice extent seem to occur at an extremely high pace in Svalbard, even higher than in the rest of the Arctic. Closer collaboration between experimentalists, observationalists, and the modelling community could help us understand the mechanisms underlying differences between observed and modelled climate changes. SIOS is in a unique position to coordinate and facilitate such collaborative research.

**RECOMMENDATIONS**

- To cooperate with the Norwegian national Earth System Modelling infrastructure INES to build the modelling tools needed to integrate new SIOS data and explore where comparisons between data from models and observations can provide meaningful answers to questions related to Arctic amplification, abrupt changes, and climate feedbacks.
- To foster e-science tools (and education) so that young researchers working in Arctic climate science can efficiently analyse results from model ensembles, such as CMIP6.
- To initiate and strengthen collaboration with existing pan-Arctic research initiatives and institutions to assemble temporal trends of physical climate variables.
- To identify and document the most efficient international means of cooperation to foster joint understanding of forthcoming Arctic climate changes, possible abrupt climate transitions, and the drivers for such changes.

Projected change in near-surface air temperature in winter (Dec–Jan–Feb) from the baseline (1951–1980) to 2071–2100. The figure shows the ensemble-mean change from 23 CMIP6 models. The future forcing scenario used for these projections represents weak action on mitigating climate change and reducing emissions, shown in purple in figure to the left.
The chapter provides an overview of Norwegian space physics infrastructure in Svalbard (owned either individually or through collaborations) with a particular focus on the Svalbard SuperDARN (Super Dual Auroral Radar Network) radar. This new radar, located on Breinosa near the Kjell Henriksen Auroral Observatory (KHO), is the only Norwegian-owned radar in a global network of more than 30 radars. They are designed for studying flows and turbulence in the upper atmosphere (100-300 km altitude), driven by interactions between the magnetic fields of the Sun and the Earth. The Svalbard SuperDARN radar fills an important gap in the spatial coverage of SuperDARN and complements the other research infrastructure mentioned in the report. The radar operated continuously from October 2016 – October 2018.
before being damaged by a large ice storm. It will be rebuilt in 2021. The report highlights the important scientific achievements of the radar, with an emphasis on localised upper atmospheric processes and studies of a more global nature.

RECOMMENDATIONS

1. Rebuild the Svalbard SuperDARN radar, and secure ongoing funding for maintenance and operational costs.

2. Designate the area on Breinosa (which currently includes the SuperDARN and EISCAT radars and KHO) as a research infrastructure zone, and limit land rental costs. Excessive costs unnecessarily deplete research budgets and divert funding away from core research.

3. Construct a second SuperDARN radar on the same site as the current radar, with a field of view covering the region southwest of Svalbard. This would cover the flight path of sounding rockets from Ny-Ålesund and complement the fields of view provided by existing All-Sky Cameras and any newly developed SuperDARN radars in Iceland.

4. Develop a collaboration between Norway and North America to build the real-time space weather monitoring capability of SuperDARN, including tracking of space weather disturbances across the polar cap, and monitoring HF radio absorption.

5. Support an extension to the Longyearbyen meteor radar to allow 2-D measurements of the atmospheric velocities and temperatures in the mesosphere. This would provide a complementary dataset to the higher altitude SuperDARN dataset.
Scientific Applications of Unmanned Vehicles in Svalbard (UAV Svalbard)

HIGHLIGHTS

- We reviewed the scientific usage of unmanned vehicles in Svalbard.
- Off-the-shelf drones are most common, followed by fixed-wings, and marine vehicles.
- We recommend giving SIOS partners access to more platforms and services.
- Long-term data storage and open access to data should be facilitated.
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The polar regions are among the most sensitive areas of the Earth and changes in the Arctic have global consequences. Therefore, more and better Arctic research is needed, and unmanned vehicles are an important tool in this research. This report provides a review of research conducted with unmanned vehicles in Svalbard. That includes vehicles that travel in air, on water and underwater. The main focus is on unmanned aerial vehicles (UAVs). UAVs are well-suited for Arctic research for several reasons. The Arctic regions lack high vegetation and big settlements, making them ideal for aerial observations. UAVs can access...
glaciers, mountains, and other difficult areas. They are cheaper and have a lower environmental impact than manned flights. Svalbard has an international research infrastructure and frequent flight connections, making it a hotspot for Arctic research. However, there are several challenges to the use of unmanned vehicles in the Arctic. These include magnetic interference, low temperatures, harsh weather conditions, and wildlife. Most optical sensors cannot be used during the dark season between October and February. This review shows that the researchers using unmanned vehicles in Svalbard can be divided into two groups: basic and advanced users. The majority of researchers today are basic users. They use off-the-shelf UAVs to enhance their fieldwork. The most common application is mapping. A minority of the researchers are advanced users. This group includes users of unmanned marine vehicles and fixed-wing UAVs.

**RECOMMENDATIONS**

We suggest both increasing the number of basic users, as well as encouraging mature basic users to become advanced users. To achieve this, we have four main recommendations:

1. Establishing an outreach and experience transfer program for SIOS partners to train them in the use of unmanned vehicles.
2. Giving SIOS partners access to more platforms and piloting services, as well as providing consultation on regulations.
3. Developing best-practice standards that include data collection methods, processing methods, specification of sensors and systems, access to raw data, and data formats.
4. Facilitating long-term data storage and open-access sharing of data to make the projects more relevant for long-term monitoring.

Arctic haze in a climate changing world: the 2010-2020 trend (HAZECLIC)

The phenomenon of Arctic haze was studied in Ny-Ålesund at two observatories close to each other but at different altitudes (Gruvebadet and Mt Zeppelin, 50 m and 700 m a.s.l.). The sites are influenced by a different mix of sources and transport processes: mainly long-range sources and free troposphere at Mt Zeppelin and short-range inputs at Gruvebadet. These two complementary sites offer a way to better understand advection of polluted air masses to Svalbard at continental and local-to-regional scale. The data series from Mt Zeppelin covers the last 27 years while the Gruvebadet data series begins in 2010. Here we present the first comparison of the available data on chemical tracers for this potentially harmful phenomenon (sulphate and ammonium), to be developed further by taking into account other tracers. Sulphate concentrations in the atmosphere have been decreasing in the Arctic since the 1990s (in line with falling SO2 emissions). Our data show continued decreases at roughly the same rate also...
in the first decade of the 21st century. Moreover, we find that this decrease is particularly intense during Arctic haze months (winter and early spring), whereas in autumn the concentrations are constant or slightly rising. Decreases in sulphate may have opposing fallouts on climate, environment and human health in Svalbard, since the atmosphere is becoming poorer in sulphuric acid, favouring an additional warming of the atmosphere (lower scattering effect on incoming solar radiation) and modifying the chemistry of the atmosphere (towards a more alkaline character, richer in ammonia).

**RECOMMENDATIONS**

To confirm the trends described here about sulphate concentration and acidic/alkaline character of the atmosphere, continuous long-term measurements are needed at Gruvebadet and Zeppelin, particularly during winter/early spring (Arctic haze months).

Analysis of the chemical composition (sulphate, ammonium, nitrate, organic and black/elemental carbon) of the particulate matter collected will allow more accurate discrimination between natural and anthropogenic sources.

A thorough comparison between the data series from the two sites is needed to better constrain the impact of the haze and identify a “local” and “long-range” signature in Svalbard.
Plastic pollution is an increasing problem worldwide including in Svalbard and the Arctic more widely. This includes microplastics (MPs) i.e. the fraction of plastic smaller than 5 mm. MPs are ingested by a wide range of organisms like zooplankton, crustaceans, fish, seabirds and mammals. Once ingested, MPs can potentially affect the organisms either by obstruction and abrasion, by releasing the associated chemicals and adsorbed contaminants (plasticisers, persistent organics pollutants), or by adverse effects of the particles themselves. Humans are exposed to MPs, amongst other pathways, by consuming contaminated food.

We find MPs in sea ice, snow, water, deep-sea sediment, beaches and organisms (amphipods, fish) at different locations in Svalbard. The best available evidence gathered by monitoring and research suggests that MPs pollution is likely to
have negative effects in Svalbard, at least at long time scales. A good view of MPs status based on our current understanding and adopting a future perspective is crucial for evaluating and communicating the significance of preventing and reducing plastic pollution in the Arctic.

Potential sources and pathways of microplastics in Svalbard. (Illustration: Pratham Choudhary)

**RECOMMENDATIONS**

- **Harmonising methodologies:** A workshop is needed to facilitate agreements among international MPs experts on how to start monitoring MPs at Svalbard’s four observatories (Hornsund, Barentsburg, Longyearbyen, Ny-Ålesund). The work currently being finalised by AMAP on MPs monitoring will be highly valuable.

- **Long-term monitoring:** A monitoring programme should be designed to consider societal needs such that science can provide advice regarding plastic use in Svalbard, wastewater treatment, effects of cruises and other tourism activities, and fishing.

- **Mapping:** MPs in the unexplored parts of Svalbard, which include terrestrial and marine biota, need to be mapped to establish a proper risk assessment for both the environment and human consumers.

- **Collaboration:** A Svalbard plastics task force should be formed and meet regularly to develop methods and monitoring recommendations, to ensure that there is a concerted effort to fill the identified knowledge gaps.

- **Experiments:** Experimental studies of Arctic key species and the possible trophic transfer of MPs under Arctic conditions should be set up.
Since 2005 a five-fold increase in the macroalgal cover has been observed in western Spitsbergen. In northern and eastern Svalbard, most rocky shores are still barren due to sea ice scouring. (Bohemanneset. Photo: Josef Wiktor, IOPAN)

CHAPTER 6

Environmental status of Svalbard coastal waters: coastscape and focal ecosystem components (SvalCoast)

HIGHLIGHTS
- First coastscape mapping of Svalbard
- Recent warming and sea-ice loss has increased intertidal species richness and biomass in western Svalbard
- Ecological losers include cold-adapted species that rely on sea ice
- The next decade’s greatest environmental changes are expected in northeastern Svalbard

AUTHORS
Coastal waters are among the most productive regions in the Arctic. These nearshore waters are critical breeding and foraging grounds for many invertebrates, fish, birds, and marine mammals and provide a host of ecosystem services, from private outdoor activities to large-scale tourism and fisheries. Arctic nature coast types (= coastscape) and biodiversity are under growing pressure as climate change and human activities increase in the region. More data on the rates of change in the physical, chemical and biological environments in these highly dynamic and heterogeneous coastscape are urgently needed. Svalbard is warming more rapidly than anywhere else in the Arctic, and the Arctic is warming at 2-3 times the rate of other areas globally. Svalbard experiences steep climate gradients due to being situated at the interface between warm Atlantic and cold Arctic waters. Warming is creating a huge potential for increased colonisation by boreal species, with potential negative impacts on “native” species assemblages and food webs. Changes in physical drivers and biodiversity patterns must be documented to predict upcoming challenges and opportunities as the Arctic changes. This synopsis is the first joint effort across nations, institutes, and disciplines to address current gaps in knowledge and monitoring of Svalbard’s coast – a result of the international workshop Svalbard Sustainable Coasts in Longyearbyen, February 2020. Another important task of this synthesis work was to look into the applicability of the defined coastscape and biodiversity tools in the Arctic Coastal Monitoring plan, initiated by the Arctic Council’s Conservation of Arctic Flora and Fauna (CAFF, www.caff.is), for Svalbard.

The first mapping of Svalbard’s coastscape as defined by CAFF’s Arctic Coastal Biodiversity Monitoring Plan, based on aerial photos of 8 739 km of coastline taken by the Norwegian Polar Institute (1987-1991). While the dataset requires a final quality check and updates due to subsequent glacial retreat, it is nonetheless the most complete dataset on Svalbard coastal geomorphology today, encompassing 77% of Svalbard’s coastline at 1 km resolution. (Map: Norwegian Polar Institute)
Svalbard was long seen as a canary in the coalmine for climate change. Now this early warning system has suffered irreparable damage. Svalbard has warmed 2-6 times faster than the rest of the world, and we can expect further increase in air temperature (by 4–7°C), precipitation (by 45–65%) and more frequent heavy rainfall and floods.

Contrary to predictions from regional climate models, freshwater fluxes from some glacierised catchments have steadily decreased for over a decade. Yet in rainfall dominated watersheds, water discharge has been increasing. To understand the implications, we must improve hydrological research in Svalbard.

Ground newly uncovered by receding glaciers develops permafrost when exposed to harsh Arctic winters. Simultaneously, permafrost thaw produces new water sources and flowpaths. Current hydrogeological models do not account for such complexity.
RECOMMENDATIONS

We must close the water budget for the Norwegian High Arctic. We recommend upgrading existing sites (Hornsund, Grøndalen, Adventdalen, DeGeerdalen, Kaffiøyra, Ny-Ålesund) and establishing new supersites for hydrological research. The main action points are:

- **Establish long-term hydrological monitoring** yielding easily accessible data:
  - Autonomous meteorological and hydrological monitoring on:
    - Svalbard’s east coast e.g. Væringsdalen or Eistradalen
    - Northern Svalbard e.g. Svarstdalen, Mosselhalvøya
  - Permanent hydrological monitoring in Endalen and Gruvedalen (Longyearbyen’s drinking water)
  - **A network of meteorological stations across a range of elevations** (Longyeardalen, Hornsund, Ny-Ålesund, Svalbard’s east and north coasts)
  - **Set up time-lapse cameras** in catchments to capture onset of snowmelt
  - **Measure water flux in the active layer**
  - **Use multi-sensor remote sensing** to obtain water balance data from inaccessible places and improve spatial coverage in monitored areas.

SUMMARY

The boundaries of the hydrological year have shifted due to earlier onset of snowmelt, and later freeze up.

Other weaknesses in hydrological research come from scarcity of long-term monitoring, outdated methods and data for evaporation and condensation and a lack of data on precipitation change with elevation.

As every new broken record reminds us, it is more urgent than ever to understand Svalbard’s hydrology.

Fleinisen, a valley glacier in the process of recession. Dashed line represents the extent of the glacier in the 1920s. (Photo taken by A Nowak in August 2019)
We document differences and similarities between three satellite-based and three model-based snow cover datasets, showing the geographical distribution and amount of snow across Svalbard for several periods from 1957 to 2020. The study shows that the datasets have many differences and that work needs to be done to accurately represent the snow cover in Svalbard. Low resolution datasets tend to predict longer winters than higher resolution datasets.

We studied differences between the datasets and suggest methods to improve each dataset. Satellite data have been available since 1978, but early sensors had low resolution, and can only provide correct information over larger areas. Current sensors, available since 2016, have high resolution. Older low-resolution data may be improved by utilising overlapping time-series of high- and
low-resolution data since local snow distribution patterns recur annually with a time-shift depending on average temperature and precipitation during the winter.

The snow models predict in general the amount of snow (Snow Water Equivalent or SWE), but the timing of snow disappearance predicted by the models can be compared with estimates from satellite snow cover observations. Since the snow models depend on uncertain models of precipitation and temperature to estimate SWE there is potential to integrate satellite data to improve the models for snow in the future.

**RECOMMENDATIONS**

- Combine efforts from snow cover models and Earth Observation (EO) data to compile a long-term time series of snow cover data that covers the period 1978-2020 with as high spatial resolution as possible
- Future efforts should integrate multi-source EO data (in situ, airborne and satellite observations) with new techniques (e.g., AI and data assimilation) to further improve the characterisation of snow cover and SWE in Svalbard
- Hydrologists should utilise EO data from remote sensing to improve hydrological models in order to capture snow cover distribution and simultaneously improve SWE estimates
- Future datasets from EO should be compared with corresponding layers from modelling (e.g., liquid water content)
- Snow measurement infrastructure in Svalbard needs improvements for providing more calibration and validation data for both models and EO datasets

**SUMMARY**

Comparison of the average snow cover fraction (SCF) for entire Svalbard for 2008 based on satellite data from MODIS (moderate resolution) and AVHRR (high resolution) and on predictions by the model from Uppsala University. Note that AVHRR overestimates snow cover during summer, whereas MODIS and SnowModel are in good agreement.

Average difference for the period 2000-2015 in number of snow days between satellite data from MODIS (moderate resolution) and AVHRR (high resolution). AVHRR frequently underestimates snow cover fraction in lowlands and overestimates it in highlands as compared to MODIS.
Svalbard snow and sea-ice cover: comparing satellite data, on-site measurements, and modelling results (SvalSCESIA)

Chapter 9

On-site measurements of the snowpack are performed annually to monitor and analyse its physical properties over time and space, their inter-annual variability and long-term trends. These measurements cover the main ecological and climatic gradients from the outer fjord areas to the inner part of the valley. (Photo: Ketil Isaksen, from March 2019 at Platåberget outside Longyearbyen, view towards Isfjorden)

HIGHLIGHTS
Satellite monitoring over 1982-2015 shows earlier onset of snow melt in Svalbard. The most pronounced shift is in valleys, where the ground is snow-free 1-2 days more every year during summer. Snow cover variability in lowlands correlates with the variability of sea ice in the adjacent seas, especially in June.

AUTHORS
M A Killie (MET Norway)
S Aaboe (MET Norway)
K Isaksen (MET Norway)
W Van Pelt (UU)
Å Ø Pedersen (NPI)
B Luks (IG PAS)

Fundamental knowledge gaps and scaling issues hamper efforts to determine how changes in snow cover and snow distribution affect ecosystems. The presence of snow cover has huge impact on Arctic ecosystems, human activities, atmospheric processes and Earth’s surface energy balance. Mapping snow cover over large regions is challenging because of its variability over time and space. Also, the small number of weather stations that measure snow cover contributes to a poor observational base. Svalbard is located on the border between the ice-covered Arctic Ocean and the warmer North Atlantic, which means the sea is a controlling factor for Svalbard’s climate. By using remote sensing monitoring it is possible to get a better overview of snow conditions on land. This information can be compared with on-site observations of snow, output from snow models, and evaluated in relation to the sea-ice...
extent in the adjacent sea. A 34-year satellite data record for snow cover indicates that snow now starts melting more than a week earlier. The total number of snow-free days in summer is increasing fastest in regions dominated by lowland valleys and coastal plains. Most noticeable are the trends centred near the large valleys of Nordenskiöld Land. Negative trends dominate the extent of the sea ice as well. There is significant and positive correlation between sea-ice area and snow-cover extent at elevations up to 250 m in June, the month when snow melt begins. Snow melt, again, is probably strongly affected by ocean–air interactions and energy exchange when warm (or cold) winds from an open (or ice-covered) ocean come in over land.

The correlation between sea-ice area (SIA) and snow-cover extent (SCE) for June. Each dot represents a year during 1982-2015. The line illustrates the positive correlation between the two.

The left panel shows the number of snow-free days during May–August 2010. The right panel shows the trend in total snow-free days during May–August over the period 1982–2015. Reds indicate trends toward more snow-free days and blues toward fewer snow-free days.

**SUMMARY**

extent in the adjacent sea. A 34-year satellite data record for snow cover indicates that snow now starts melting more than a week earlier. The total number of snow-free days in summer is increasing fastest in regions dominated by lowland valleys and coastal plains. Most noticeable are the trends centred near the large valleys of Nordenskiöld Land. Negative trends dominate the extent of the sea ice as well. There is significant and positive correlation between sea-ice area and snow-cover extent at elevations up to 250 m in June, the month when snow melt begins. Snow melt, again, is probably strongly affected by ocean–air interactions and energy exchange when warm (or cold) winds from an open (or ice-covered) ocean come in over land.

**RECOMMENDATIONS**

The ecosystem impact of changing snowpack properties in a warming climate is an important arena for interdisciplinary research between ecology and geophysics. Besides co-location of research infrastructure, there is a need to develop a system that merges available observational datasets on snow properties with state-of-the-art, high-resolution (1-to-500-metre scale), physically based snow models. The goal of this data–model fusion system is to create accurate datasets that have good spatial distribution and evolve with time. Such datasets can be used to better understand relationships between ecosystem processes.

The left panel shows the number of snow-free days during May–August 2010. The right panel shows the trend in total snow-free days during May–August over the period 1982–2015. Reds indicate trends toward more snow-free days and blues toward fewer snow-free days.
Ground-based observations are critical requirements for many disciplines that are trying to monitor climate change in a remote environment such as the Svalbard archipelago. This overview of cameras operating in Svalbard has been compiled by searching for specific applications that monitor the snow cover and by collecting information about images that can be accessed on the internet, including those not solely dedicated to cryospheric research. The survey identified 43 cameras operating in the region that are managed by research institutions and private companies. These cameras include facilities operated by different nationalities. The datasets vary, but the feasibility of using them to determine fractional snow cover is generally limited. Identifying the key metadata necessary to survey the available devices revealed problems and knowledge gaps that prevent using the full potential of terrestrial photography networks in Svalbard.

**HIGHLIGHTS**

Time-lapse cameras are important sources of data, offering an efficient and economically advantageous way to observe changes in the Svalbard environment. For snow cover monitoring using cameras, it is important to identify potential image providers, archived imagery, and processed datasets.
RECOMMENDATIONS

The usefulness of time-lapse camera networks for snow cover monitoring and related studies can be enhanced through:

1. Promoting actions and projects based on using time-lapse cameras, especially in the more remote areas of Svalbard. Most terrestrial photography setups focus on Spitsbergen’s shores, close to settlements. There are no cameras that cover terrain at higher elevation. Monitoring such areas is crucial for calibration and validation of satellite snow products.

2. Stimulating the creation of a Svalbard camera system network. Although all cameras provide valuable scientific data, it is currently difficult to use all the data collectively for one scientific purpose. There is a need to establish a common approach for processing images obtained by devices aimed at snow cover applications.

3. Creating a space on the SIOS website that gathers information about actively maintained camera systems in Svalbard.

4. Promoting the estimation of the fractional snow-covered area from images obtained by time-lapse cameras not specifically devoted to snow studies. This will facilitate the involvement of local communities in participatory forms of science.

5. Stimulating the use of time-lapse cameras by different disciplines where high resolution information can be retrieved for various purposes.
A multi-scale approach on snow cover observations and models (SnowCover)

Data on snow properties such as cover fraction, depth, water equivalents, and melt date are important per se, but also as input in various models, and to verify model results. Earth observation (EO) gathers information on these parameters. Different EO methods for snow have different strengths. Manual measurements and locally deployed sensors give precise data, but only at individual sites. Satellite-based methods give huge amounts of data covering vast areas, but at lower resolution, and only when the satellite passes over relevant sites.

Three SIOS projects attempt to bridge the spatial and temporal gaps between remote sensing data and point measurements of snow cover.

PASSES gathers information about time-lapse cameras already deployed around Svalbard for research or other purposes. Most of them show snow-cover extent on an intermediate scale.

HIGHLIGHTS
Long time-series on various snow parameters are crucial to many disciplines, including climate research.
Arctic snow cover can be monitored precisely but locally (in situ measurements), or broadly but at low resolution (satellite imagery).
Combined, these methods complement and enhance each other.
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Click here for full chapter
RECOMMENDATIONS

• Compare and inter-calibrate snow products covering spatial scales from 4 km to <1 m to better understand melt patterns.
• Establish a SIOS super-site containing snow-related remote sensing data and ground measurements of snow, for calibration/validation activities.
• Create and maintain an inventory of existing EO monitoring systems for snow cover in Svalbard.
• Investigate ways to incorporate EO data into snow-related models.

SUMMARY

(10 m² to 10 km²), with good temporal resolution. Some have been in place for 20 years, providing a valuable historic record.

SATMODSNOW finds that discrepancies between satellite data and model results arise from weaknesses in how the models handle precipitation and temperature. Since snow cover disappears in similar patterns every year, with a time shift depending on precipitation and temperature, close examination of satellite observations offers a way to refine hydrological snow models.

SvalSCESIA compares satellite data on both sea-ice area and snow cover against ground-based monitoring data and snow model output. They find major shifts in the duration of summer snow-free periods, especially in valleys and lowlands. Snow cover also correlates with the ice cover in adjacent seas, indicating a strong effect of energy exchange between land and sea.

Integration and intercomparison of EO data obtained with different methods and on different scales will likely improve snow models.
The observed mean annual permafrost temperature data for the period 2016-2019 at 10-20 m depths show a range from no warming in the Adventdalen, Ny-Ålesund and Barentsburg areas, up to 0.15°C/yr warming in inner Adventdalen at Janssonhaugen. This shows that there is still a response to the general warming that Svalbard has seen over the last decades. During the observation period, the mean annual air temperature declined by 0.6°C, with a particular cooling in the autumns. There was a clear reduction in the amount of precipitation of 100 mm. This caused the top permafrost temperature to decrease at all observation sites ranging from 0.2°C/yr at Kapp Linné to 0.6°C/yr in Barentsburg.

The active layer has mostly decreased slightly in thickness over the 2016-2019 period from 1 cm/yr in Ny-Ålesund to 6.5 cm/yr in Adventdalen, while...
two sites had small increases, 1 cm/yr at Kapp Linne and 3.5 cm/yr at Janssonhaugen. In the blockfield at Breinosa the active layer doubled to 98 cm, while in raised marine sediments in Barentsburg the active layer thinned by 18.5 cm/yr from summer 2017 to summer 2019.

The ground ice content in the Svalbard permafrost observation boreholes is largest in the permafrost in valley bottom sediments, up to 160% (relative to dry weight), with much less ice in the bedrock sites, typically below 15%. In Adventdalen the permafrost has a much higher content of ground ice, reaching 150% in the top 1-3 m, where terrestrial sediments such as loess and solifluction sediment dominate, and clearly lower ice content ~25-30% in the fluvial and marine sediments below.

**RECOMMENDATIONS**

- Always collect ground ice and stratigraphy data from long-term permafrost observation sites
- Consider expanding the permafrost observation network
- Perform ground ice studies on slopes
- Get more permafrost Essential Climate Variables and SIOS Core Data operational and online

The overview of the drilling equipment demonstrates clearly that Svalbard is now well-equipped for drilling boreholes with a range of equipment, allowing creation of both deep and shallow boreholes. The review of the drilling methods used for the existing observation boreholes shows that most of them, even though made for permafrost observation, did not collect cores, and some do not even have any stratigraphical record.
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1. Introduction

It is well known that the world has become warmer in response to emissions of anthropogenic greenhouse gases (GHGs). This warming is however not evenly distributed across the globe, but is amplified in specific regions, such as in the Arctic. This, can for instance, be seen in temperature records from the Svalbard Archipelago, which reveal the greatest increase in temperature in Europe over the last three decades (Nordli et al. 2020).

The amplification of the Arctic temperature signal compared to the global mean is known as Arctic amplification (AA). It is most pronounced during winter and has large ramifications for the cryosphere, the hydrological and biogeochemical cycles and for all life in the Arctic (Meier et al. 2014; Bintanja and Selten 2014; Kim et al. 2019). AA is not merely a result of climate variability (Winton 2011; Notz and Marotzke 2012; Liang et al. 2020), but can be attributed to a number of mechanisms, including changes in surface albedo (associated with melting snow and sea ice), clouds, the vertical distribution of temperature, and hence in the lapse rate, water-vapour content, surface fluxes, and atmospheric and oceanic energy transports (Screen and Simmonds 2010; Doyle et al. 2011; Serreze and Barry 2011; Pithan and Mauritsen 2014; Simpkins 2017; Screen and Blackport 2019). It has also been shown that the surface temperature in the Arctic and in Svalbard can be affected by remote anthropogenic emissions such as of European sulfur (Navarro et al. 2016) and North-Eurasian black carbon (Sand et al. 2013). However, a quantitative understanding of the individual mechanisms contributing to AA is not well known. Specifically in Svalbard, the warming is in part linked to changes in the atmospheric circulation due to extensive sea-ice melt in the fjords and the surrounding ocean (Isaksen et al. 2016; Dahlke et al. 2020).

Being situated in the Arctic and in a region with relatively pristine conditions, Svalbard is a very important and interdisciplinary observational supersite for the Arctic. However, little attention has been paid to how representative observations from Svalbard are for the entire Arctic region, and studies that compare observations from different sites located in the Arctic suggest that persistent differences beyond year-to-year variability can occur (Freud et al. 2017; Ding et al. 2018; Schmeisser et al. 2018). Here, we investigate how representative Svalbard is for the Arctic region as a whole, using data from numerical simulations with climate models. We assess recent and future changes and trends in the climate in Svalbard, comparing them to corresponding results from the entire Arctic region and to global results.

Climate models are excellent tools for understanding, in a consistent manner, both the global and regional climate. They are mathematical representations of the climate system based on physical, biological, and chemical principles. The models solve the governing equations of the climate system numerically in order to, for instance, simulate future climate scenarios on a 3D-grid (height, latitude, longitude) and consist of several components (e.g. atmosphere, ocean, land, sea ice, vegetation), which interact by transfer of energy, momentum, humidity, and matter. When such a model also includes interactive atmospheric chemistry and biogeochemistry (e.g. the carbon cycle), it is called an Earth System Model (ESM).

The spatial and temporal scales of the model components determine which processes are resolved. Processes occurring on even smaller scales than that resolved by the models (so-called sub-grid processes), biological processes, and chemical interactions need to be represented either by mathematical models that capture the essence of the behaviour of the phenomenon or by empirical functions deduced from instance measurements. Examples of such processes are boundary-layer convection, aerosol-cloud interactions, turbulence, oceanic internal- and gravity waves, and molecular processes. Because parameterisations typically only capture first-order effects and are often not valid under all possible conditions, they represent a large source of uncertainties in the models.
ESMs are not constrained by observations in the same way as, for instance, weather prediction models and reanalysis data. ESMs start from an initial state, which can be based on observations or data from a previous ESM run; then they run freely while being forced by solar insolation, GHG concentrations, natural aerosols and chemical species (highly model dependent), emissions from volcanoes, anthropogenic aerosol and GHG emissions, and changes in land use. Such forcing information is given at the temporal and spatial resolution that best represents current knowledge.

In this study, we use data from a large set of state-of-the-art ESMs participating in phase 6 of the Coupled Model Intercomparison Project (CMIP6; see info box for a more detailed description). We consider data from a vast number of different experiments, including a simulation of the historical period 1850–2014 (Section 2) and projections of future climate change (Section 3). To investigate how realistic the historical simulations are, we compare the model data to several reanalysis products, observationally based global data sets, and to local observations from Svalbard. Reanalysis combine advanced forecast modelling and observations (through data assimilation) to produce a coherent estimate of the recent history of the Earth system and that differs fundamentally from earth system modelling as the former are constrained by the observations, while the latter run freely. See the Data availability section for further details.

INFO BOX: COUPLED MODEL INTERCOMPARISON PROJECT PHASE 6 (CMIP6)

CMIP is a project of the World Climate Research Programme (WCRP)’s Working Group of Coupled Modelling (WGCM), which coordinates climate model experiments, including future scenarios that are considered in the assessment reports by the Intergovernmental Panel of Climate Change (IPCC), involving 33 international modelling teams and more than 70 ESMs; defines common protocols for experiments, forcings, and output to advance scientific understanding of the Earth System; develops experiment sets in phases and is currently in the 6th phase.

The experimental design focuses on three broad scientific questions (Eyring et al. 2016): (1) How does the Earth System respond to forcing? (2) What are the origins and consequences of systematic model biases? (3) How can we assess future climate changes given climate variability, predictability and uncertainties in scenarios?

The CMIP6 experiments consist of a set used to assess the equilibrium state of the ESMs and their sensitivity to idealized changes in CO₂ (the so-called DECK experiments) and historical experiments in which the models are run with observed forcings to recreate the recent historical period (for CMIP6, it is 1850–2014) and 23 different more specialized sets known as model intercomparison projects “MIPs”, which are tailored to investigate more specific questions such as, for instance, how the Earth system responds to polar amplification (Polar Amplification MIP; Smith et al. 2019).

Experiments used in this report: Simulations of the pre-industrial (taken as year 1850) climate, the historical experiment described above, and simulations of future scenarios (from ScenarioMIP) for the years 2015–2100.

For more information, see Eyring et al. 2016, the CMIP6 webpages 1,2, and Eyring et al. 2018.

1 https://www.wcrp-climate.org/wgcm-cmip/wgcm-cmip6
2 https://pcmdi.llnl.gov/CMIP6/
2. Historical trends in temperature, precipitation and sea ice

We consider 3 regions: Svalbard, the entire Arctic, and the globe. Svalbard is here defined as the region bounded by 70°N – 83°N, 20°W – 50°E (inner dashed red box in Figure 1). This does include rather large parts of the surrounding ocean, but we find comparable results when using a smaller region that is more confined to the Svalbard Archipelago (indicated by the blue dashed box in Figure 1), albeit with substantially larger variability. Thus, the results presented in this section are from the extended Svalbard region (red box). The Arctic is defined as the area within 66°N – 90°N (outer red dashed circle).

We consider recent changes and trends in near-surface (2 m) temperature, precipitation, and sea-ice extent for our three focus regions, using data from the CMIP6 historical experiment from 48 different ESMs (Figure 1) that all performed this experiment. The historical experiment covers 1850–2014, but we focus on the last decades to facilitate more direct comparison with reanalysis products and observations.

2.1. Near-surface temperature

The AA of the near-surface temperature is evident in both observations and models (Figure 2) for all seasons except summer (defined as June, July, and August; JJA), with the warming being most intense during autumn (September, October, and November; SON) and winter (December, January, and February; DJF). The enhanced winter warming compared to summer is largely caused by transport of water vapour by the atmosphere (Doyle et al. 2011; Simpkins 2017; Lee et al. 2017) and by enhanced ocean heat release in response to thinner sea ice and reduced sea-ice extent (Screen and Simmonds 2010; Kim et al. 2019; Cohen et al. 2020).

Figure 2 shows the historical (years 1985–2014) seasonally averaged anomalies against the baseline (years 1951–1980) for near-surface (2 m) temperature, as found in the observationally based temperature data-set GISTEMPv4 (upper) and the CMIP6 ensemble mean (middle). Generally, the

![Figure 1: Indicated by the red dashed lines are the regions used for the comparison in this report (left). The Arctic is defined as 66°N–90°N (outer red circle). Svalbard is defined as 70°N–83°N, 20°W–50°E (inner red circle). A narrower region around Svalbard, confined to 73°N–83°N, 5°W–35°E, was included in a sensitivity test (blue dashed line). The names of the 48 ESMs that are part of the CMIP6 ensemble and analysed in this chapter; the number and coloured dots are used in the following scatter plots (right).](image-url)
Arctic warming is larger in the CMIP6 ensemble compared to GISTEMPv4. This is especially noticeable in autumn and winter with an AA factor (the ratio of Arctic warming to global warming) of 3.48 (2.24) and 3.75 (2.42) in CMIP6 (GISTEMPv4), respectively. In GISTEMPv4, there is pronounced warming over land, especially in winter and spring (March, April, and May; MAM). In the models, the warming is mostly enhanced over sea ice-covered regions. Interestingly, the region around Svalbard exhibits strong warming compared to the Arctic in winter and spring in both GISTEMPv4 and CMIP6 (see also Table 1).

The AA also shows up clearly in projections of the future climate at the end of the century (here represented by SSP3-7.0; for a description of the SSPs please see Section 3) with an Arctic-averaged winter surface warming of 13°C and as high as 20°C in some regions (Figure 2, bottom panel). In the autumn, the area-averaged surface warming is 10°C for the Arctic and reaches 16°C in some regions. As seen with other warming scenarios (e.g. Graff et al. 2019) AA is less pronounced in an even warmer world than in the present-day climate. The AA factor is slightly reduced in all seasons in SSP3-7.0 at the end of the century compared to the current period in the historical experiment.

Figure 2: Seasonally averaged anomalies against the baseline (1951–1980) for near-surface (2 m) temperature. The historical (1985–2014) temperature change as found in GISTEMPv4 (upper) and the CMIP6 ensemble mean (middle), and in the projected (2071–2100) temperature change under SSP3-7.0 for CMIP6 (bottom). The numbers in parenthesis after CMIP6 indicate the number of models included in the ensemble mean.
for example, it is reduced from 3.75 to 3.42 in winter and from 3.48 to 2.83 in autumn (note that for consistency the numbers are based on the 23 models that simulated both the SSP3-7.0 and the historical experiment – but they are very similar to those reported above based on all 48 models). The Arctic summer warming is 0.70°C in the CMIP6 historical (1985–2014) ensemble average and projected to increase by 7°C by the end of the 21st century in SSP3-7.0. Also for summer, the AA factor of 1.32 is slightly reduced in SSP3-7.0, compared to the historical AA factor of 1.51.

In addition to being able to correctly represent the spatial pattern of the recent changes in near-surface temperature, the CMIP6 models must also capture the temporal evolution of these changes over the historical period. In our representation, with the period of 1981–2010 as baseline, it appears, that the CMIP6 models exhibit too strong warming after 1980 (Figure 3, left panels and Table 1). It has been shown that this warming partly compensates for a cooling effect prior to and around the year 1970, imposed by possibly too strong aerosol forcing in the models at that time (Flynn and Mauritsen 2020). Another reason why the models are too warm is that they are unable to properly capture the global warming hiatus between 1998 and 2012, when the annual and global mean surface temperature hardly changed for more than a decade in spite of increasing atmospheric GHG concentrations (Kosaka and Xie 2013; Medhaug et al. 2017). The historical timeseries of annual and global mean near-surface temperature anomalies (Figure 3a) reveal a warming trend of 0.26°C per decade over the 35 years from 1980 to 2014 in the CMIP6 ensemble mean, which is significantly higher than in the reanalysis (Table 1).

### Table 1: Linear near-surface temperature (T) trends (°C per decade) and total precipitation (pr) trends (% per decade) for the time period 1980–2014. Trends significant at the 5% level are bold [Mann-Kendall non-parametric test (Mann 1945; Kendall 1975; Hussain and Mahmud 2019]. For CMIP6, the ensemble-mean value of 48 models (see list in Figure 1) is given in bold if more than 75% of the individual models exhibit a significant trend and an * if the CMIP6 ensemble-mean trend is significant, but less than 75% of the individual models exhibit a significant trend.

<table>
<thead>
<tr>
<th>Model/Obs</th>
<th>Region</th>
<th>Annual T</th>
<th>Winter T</th>
<th>Annual pr</th>
<th>Winter pr</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMIP6</td>
<td>Global</td>
<td>0.26</td>
<td>0.27</td>
<td>0.38</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>Arctic</td>
<td>0.70</td>
<td>0.92</td>
<td>2.96</td>
<td>3.12*</td>
</tr>
<tr>
<td></td>
<td>Svalbard</td>
<td>0.78</td>
<td>1.07*</td>
<td>2.66*</td>
<td>2.89*</td>
</tr>
<tr>
<td>ERA5</td>
<td>Global</td>
<td>0.16</td>
<td>0.15</td>
<td>0.96</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td>Arctic</td>
<td>0.68</td>
<td>0.75</td>
<td>1.49</td>
<td>1.52</td>
</tr>
<tr>
<td></td>
<td>Svalbard</td>
<td>0.75</td>
<td>1.39</td>
<td>2.02</td>
<td>2.69</td>
</tr>
<tr>
<td>MERRA-2</td>
<td>Global</td>
<td>0.12</td>
<td>0.10</td>
<td>1.48</td>
<td>2.47</td>
</tr>
<tr>
<td></td>
<td>Arctic</td>
<td>0.41</td>
<td>0.36</td>
<td>-0.14</td>
<td>-1.34</td>
</tr>
<tr>
<td></td>
<td>Svalbard</td>
<td>0.52</td>
<td>1.12</td>
<td>0.09</td>
<td>-1.13</td>
</tr>
<tr>
<td>NCEP-DOE 2</td>
<td>Global</td>
<td>0.16</td>
<td>0.09</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Arctic</td>
<td>0.88</td>
<td>0.92</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Svalbard</td>
<td>0.81</td>
<td>1.54</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GISTEMPv4</td>
<td>Global</td>
<td>0.16</td>
<td>0.13</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Arctic</td>
<td>0.66</td>
<td>0.72</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Svalbard</td>
<td>0.69</td>
<td>0.94</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GPCPv2.3</td>
<td>Global</td>
<td>-</td>
<td>-</td>
<td>0.18</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>Arctic</td>
<td>-</td>
<td>-</td>
<td>3.15</td>
<td>2.30</td>
</tr>
<tr>
<td></td>
<td>Svalbard</td>
<td>-</td>
<td>-</td>
<td>9.78</td>
<td>10.58</td>
</tr>
<tr>
<td>Svalbard</td>
<td>Svalbard</td>
<td>1.23</td>
<td>2.49</td>
<td>3.35</td>
<td>4.06</td>
</tr>
<tr>
<td>Lufthavn</td>
<td>Svalbard</td>
<td>0.93</td>
<td>2.07</td>
<td>10.08</td>
<td>13.99</td>
</tr>
<tr>
<td>Ny-Ålesund</td>
<td>Svalbard</td>
<td>-</td>
<td>-</td>
<td>9.78</td>
<td>10.58</td>
</tr>
</tbody>
</table>
Figure 3: Annually averaged anomalies from the baseline (1981–2010) for near-surface (2 m) temperature (left) and precipitation (right) over the years 1980–2014. The upper 6 panels show the CMIP6 members (thin lines) and the CMIP6 ensemble mean (black line) compared to the reanalysis data: GPCPv2.3 (olive line, only precipitation), ERA5 (blue line), NCEP-DOE 2 (orange line), and MERRA-2 (purple line), in addition to observational records from Svalbard-Lufthavn (brown line), and Ny-Ålesund (grey line). Three regions are considered: global (upper), Arctic (middle) and Svalbard (bottom). The lower 2 panels show the anomalies in temperature (left) and precipitation (right) for the CMIP6 ensemble mean (solid line) and the spread (shading) for the global mean (blue), Arctic mean (purple), and Svalbard (orange).
The CMIP6 ensemble-mean temperature evolution in the Arctic and in Svalbard is within the uncertainty of the reanalysis, and AA is clearly visible (Table 1 and Figure 3c,e)\(^3\) with an annual temperature trend (1980–2014) of 0.70°C per decade in the Arctic and 0.78°C per decade in Svalbard. The modelled trends for Svalbard are smaller than the observed temperature trends of 0.93°C per decade in Ny-Ålesund and of 1.23°C per decade in Svalbard Lufthavn (Figure 3e). These trends are higher compared to those reported in Forland et al. (2011): 0.73°C per decade in Ny-Ålesund and 1.04°C per decade in Svalbard Lufthavn for the years 1975–2011. They are clear evidence of the more recent accelerated warming. Updated estimates reveal an even stronger warming trend of 1.66°C per decade over the years 1991 – 2018 in Svalbard Lufthavn (Nordli et al. 2020).

The aforementioned global warming hiatus was in large part dominated by cooling over the Pacific Ocean and over North America towards Eurasia (Kosaka and Xie 2013; Medhaug et al. 2017), and hence is not evident when only the Arctic is considered. The annual mean Arctic warming in CMIP6 is in agreement with ERA5 (Table 1). However, NCEP-DOE 2 exhibits an even stronger warming of 0.88°C per decade. The reanalysis sets agree on a global warming trend of 0.16°C per decade, except for MERRA-2, which exhibits a smaller warming trend of 0.12°C per decade. The smaller annual temperature trend in MERRA-2 is also evident for the Arctic and in Svalbard.

The historical temperature trends for the Arctic and Svalbard are compared for all seasons (Figure 4a). 63% of the CMIP6 models exhibit a stronger temperature trend in winter in Svalbard compared to the Arctic. However, only 13% of the individual models exhibit a statistically significant warming trend at the 5% level (Mann-Kendall non-parametric test; Mann 1945; Kendall 1975; Hussain and Mahmud 2019)\(^4\). Importantly, the ensemble mean value of 0.92°C per decade for the Arctic and 1.07°C per decade for Svalbard is significant even at the 1% level. The stronger temperature trend in Svalbard compared to the Arctic in the CMIP6 ensemble mean is present for all seasons, except autumn, with a 0.09°C per decade (annual) and a 0.15°C per decade (winter) enhanced warming trend. Of the reanalysis sets, only MERRA-2 exhibits a significantly stronger warming trend in Svalbard compared to the Arctic with a 0.40°C per decade and 0.70°C per decade warmer trend for the annual and winter mean respectively.

### 2.2. Precipitation

In conjunction with the temperature increase, the total precipitation increases on a global scale as well as in the Arctic (Figure 3, right panels and Table 1). The historical CMIP6 timeseries of annual mean area-averaged total precipitation exhibits a significant increase of 0.37% per decade in the global mean over the years 1980–2014 compared to 3.12% per decade and 2.89% per decade in the Arctic and in Svalbard, respectively. The CMIP6 ensemble mean and the reanalysis GPCPv2.3 experience a significantly larger trend in the Arctic and Svalbard compared to the global mean. The CMIP6 ensemble mean demonstrates a wetter trend of 2.61% per decade for the Arctic and 2.30% per decade in Svalbard, compared to the global annual mean.

The hydrological cycle has intensified in response to global warming, and consequently the atmospheric moisture transport to the Arctic has increased (Held and Soden 2006; Serreze et al. 2012; Hartmann et al. 2013; Hanssen-Bauer et al. 2019). In addition, amplified temporal fluctuations and the changes in the atmospheric circulation in the mid-latitudes in response to the warming could further enhance the moisture transport into the Arctic (Zhang et al. 2008). The precipitation timeseries (Figure 3, right panels) reveal great disagreement among the CMIP6 models as well as among the reanalyses, reflecting that the hydrological cycle is challenging to model. Precipitation occurs in large part on sub-grid scales and hence is parameterized in climate models. In contrast to temperature, which is a more direct response of radiation, precipitation...
Figure 4: Near-surface (2 m) temperature (upper 4 panels) and precipitation trends (lower 4 panels) for the Arctic and Svalbard for all seasons. All panels show 48 ESM historical simulations (coloured dots) and the CMIP6 ensemble mean (black triangle) and are compared to similar trends in reanalysis and observational datasets: ERA5 (blue triangle), NCEP-DOE 2 (orange triangle), GISTEMPv4 (green triangle), MERRA-2 (purple triangle), and GPCPv2.3 (olive triangle). Also indicated is the 1:1 agreement (grey line) and the linear regression of the CMIP6 model results (black line).
involves various nonlinear interactions of processes such as evaporation, convection, cloud formation, and temperature and pressure fluctuations. In addition, the reanalyses are sensitive to a lack of good observations of precipitation (Zhang et al. 2013). Further, in response to global warming, it is particularly hard to obtain realistic treatment of processes such as degradation of permafrost, Arctic greening and reduction of plant transpiration which can act to intensify the hydrological cycle in addition to the atmospheric circulation changes (Zhang et al. 2013).

The historical precipitation trends for the Arctic and Svalbard are compared for all seasons (Figure 4b, also see Table 1). In the Arctic, 44% of the individual models exhibit a statistically significant increased precipitation trend during winter, and as many as 82% do so during autumn. The CMIP6 ensemble mean exhibits a significant increase in precipitation of 3.12% per decade (winter) and 3.56% per decade (autumn) for the Arctic. In Svalbard, the percentage of individual models exhibiting a significant increasing precipitation trend is reduced to 29% (winter) and 23% (autumn). However, the CMIP6 ensemble mean exhibits a significant increased precipitation trend of 2.89% per decade (winter) and 3.02% per decade (autumn) in Svalbard.

The CMIP6 ensemble mean shows a significantly larger annual precipitation trend in the Arctic than in Svalbard, being 0.23% wetter per decade. This is also evident in the autumn where the Arctic precipitation trend is 0.74% per decade wetter compared to Svalbard. The observed precipitation trends from GPCPv2.3 are wetter in Svalbard compared to the Arctic in summer (7.89% per decade) and autumn (8.35% per decade) and also in the annual mean (5.70% per decade). None of the reanalyses exhibit significant differences in the precipitation trends in the Arctic and Svalbard.

2.3. Sea ice

Sea-ice loss and changes in the associated sea-ice albedo feedback is an important factor contributing to AA (Cohen et al. 2020). The bright sea-ice surface efficiently reflects solar radiation during spring and summer. As the sea ice melts, this bright reflecting surface is replaced by a dark absorbing ocean. The absorbed heat is returned to the cold atmosphere during autumn and spring (Serreze et al. 2009) causing extensive warming and further sea-ice loss — creating a positive feedback. This feedback loop is one of the main reasons why the Arctic is warming so fast compared to the rest of the world (Pithan and Mauritsen 2014; Kim et al. 2019). Liang et al. (2020) find that in climate models, as much as 21% of the Arctic-averaged near-surface winter temperature are accounted for by the Arctic sea-ice concentration-driven variance over the years 1979–2014.

In fact, the amplified warming in the Arctic causes sea ice melt at a pace greater than that simulated by the climate models (Cohen et al. 2014, 2020). The Arctic experiences sea ice loss across all seasons (Stroeve and Notz 2018) with the greatest loss in the autumn (Figure 5, right columns). 44 models participating in CMIP6 exhibit a declining trend in the September sea-ice extent of \((−0.7 ± 0.06) \times 10^6\) km\(^2\) per decade over the years 1979–2014, while the observed trend is even larger \((−0.82 ± 0.18) \times 10^6\) km\(^2\) per decade (Shu et al. 2020). In this report, we consider 30 of the 48 models listed in Figure 1, and Arctic sea ice is defined as the Northern Hemisphere total sea-ice extent.

On average, the sea-ice extent in CMIP6 is too large compared to observations and all the reanalyses. This is especially evident in spring (MAM, Figure 5a). 90% of the individual models exhibit a significant decline in sea-ice extent with an ensemble-mean decadal trend over the years 1980–2014 of \(−0.36 \times 10^6\) km\(^2\) for spring (MAM) and \(−0.57 \times 10^6\) km\(^2\) for autumn (SON) (Figure 5a,b). The discrepancy between the autumn trend of \(−0.57 \times 10^6\) km\(^2\) per decade reported in this study and the \(−(0.7 ± 0.06) \times 10^4\) km\(^2\) per decade listed above, is due to different averaging periods (SON vs. September only) and a different number of models (30 vs. 44). Of the observational dataset (HadISST) and reanalyses (ERA5 and MERRA-2), only ERA5 exhibit a larger decadal decline in Arctic sea-ice extent in the autumn \((−0.69 \times 10^6\) km\(^2\)), while the corresponding value for HadISST is \(−0.55 \times 10^6\) km\(^2\) and in agreement with the CMIP6 ensemble mean value.
Figure 5: Sea-ice extent in the MAM season and the SON season for the years 1980–2014. The upper 4 panels show the CMIP6 members (thin lines) and the CMIP6 ensemble mean (black line) compared to the reanalysis data: HadISST (olive line), MERRA-2 (purple line), and ERA5 (blue line). Two regions are considered: Arctic (upper) and Svalbard (bottom). The lower 2 panels show the anomalies in sea-ice extent from the baseline (1981–2010) as a percentage change for the MAM season (left) and the SON season (right) for the CMIP6 ensemble mean (solid line) and the spread (shading) for the Northern Hemisphere (blue) and Svalbard (orange).
In Svalbard, 43% and 77% of the individual models exhibit a significant decline in sea-ice extent in spring (MAM) and autumn (SON) (Figure 5c,d). One model (CNRM-CM6-1) exhibits a significant increasing trend in sea-ice extent in spring. The CMIP6 ensemble-mean decadal trend is $-0.06 \times 10^6 \text{ km}^2$ for spring (MAM) and $-0.10 \times 10^6 \text{ km}^2$ for autumn (SON) (Figure 5c,d).

When comparing the decadal decline in sea-ice extent for Arctic and the Svalbard region, we consider the percentage changes (Figure 5, bottom row). In CMIP6, the sea-ice extent declines faster in the region around Svalbard, compared to the Arctic, and the difference is most prominent in the autumn with a sea-ice loss of -13.7% per decade in Svalbard, compared to -7.5% per decade in the Arctic. 37% of the individual models exhibit a significantly more negative trend in the region around Svalbard compared to the Arctic. The CMIP6 ensemble mean exhibits a significantly faster decline of -6.20% in sea-ice extent around Svalbard compared to the Arctic as a whole.

### 3. Future projections of Arctic climate

To study how temperature, precipitation, and sea-ice extent may change over the upcoming 80 years, we consider results from four CMIP6 climate projections known as “shared socioeconomic pathways” (SSPs; O’Neill et al. 2016): **SSP1-2.6**, the “best-case” scenario where mitigation and adaptation challenges are low and the radiative forcing due to anthropogenic activities reaches 2.6 W m$^{-2}$ by the end of the 21st century; **SSP2-4.5**, a mid-range scenario with respect to both mitigation and adaptation and with the radiative forcing reaching 4.5 W m$^{-2}$ in 2100; **SSP3-7.0**, a future with high mitigation and adaptation challenges and high radiative forcing of 7.0 W m$^{-2}$ in 2100; **SSP5-8.5**, the “worst-case” scenario with high mitigation challenges, low adaptation challenges, and the radiative forcing exceeding 8.5 W m$^{-2}$ by 2100.

We consider results from the SSPs alongside results from the historical runs using data from the 23 CMIP6 models that provide the necessary data from all simulations.

#### 3.1. Near-surface temperature

The annually and globally averaged near-surface temperature increases by 0.89°C over the historical period (1900–2014; Figure 6). The temperature continues to increase in the future, both in terms of the global mean (Figure 6, upper left) and for the Arctic (middle left) and Svalbard regions (bottom left). The temperature increase is however substantially larger in the high-latitude regions (note top panel has different y-axis). The scenarios start diverging around 2040, and by 2100, there is considerable spread between the best- and worst-case scenarios, with the global-mean ensemble-mean warming over the last 10 years (2091–2100, compared to the baseline years 1850–1879) ranging from 1.97°C (SSP1-2.6) to 4.85°C (SSP5-8.5), whereas the CMIP6 ensemble-mean warming for the Arctic and Svalbard ranges from 6.80°C to 18.20°C and 7.37°C to 15.35°C, respectively.

The enhanced winter warming in the Arctic and Svalbard is evident in all scenarios (Figure 6). Interestingly, by 2100 Svalbard experiences greater warming compared to Arctic for the historical period and the two mildest future scenarios (SSP1-2.6 and SSP2-4.5). However, for the two warmest scenarios (SSP3-7.0 and SSP5-8.5), the Arctic experiences greater warming. The reason for this shift is probably the lack of sea-ice feedback as all the sea ice in the region around Svalbard has melted by 2100 under the warmest scenarios (Figure 7, right). However, only the winter warming for the SSP5-8.5 scenario is significantly warmer in the Arctic than in Svalbard (Mann-Whitney U Test, p = 0.007, Mann and Whitney 1947).

There is vast inter-model spread; for instance, for Svalbard the winter warming over the years 2091–2100 (compared to the baseline years 1850–1879) for SSP5-8.5 ranges from 9.70°C to 25.91°C (see
Figure 6: Annual-mean anomalies of near-surface (2 m) temperature (left column) and precipitation (right column) from the historical runs (1900–2014) and future projections (2015–2100) for three regions; the globe (upper row), the Arctic (second row), and Svalbard (third row). The anomalies are taken with the years 1850–1879 as a baseline. The upper four panels show the time evolution of the historical run (blue), SSP5-8.5 (brown), SSP3-7.0 (purple), SSP2-4.5 (red), and SSP1-2.6 (orange) for the CMIP6 ensemble mean (solid lines) and the spread (shading). The bottom row shows the box plots of area-averaged anomalies % of sea-ice extent from the historical runs and future projections for annual-mean global values, global-mean, and DJF values for the Arctic and global-mean and DJF values for Svalbard averaged over 2091–2100 (the last decade shown in the upper four panels). The horizontal line within the box shows the median value, the boxes show the interquartile range, the whiskers extend to the smallest and largest values that are not outliers, and the open circles show the outliers. For the Arctic and Svalbard, plots for DJF are shown alongside.

The inter-model spread increases as we zoom in on smaller regions, with Svalbard having the largest spread; the spread is moreover larger when only considering the winter season (Figure 6, bottom panel). Presumably, the inter-model spread of area-averaged quantities is smaller for the larger domain because more data points are included. For smaller domains, the average could be more sensitive to whether values in the tails of the distributions fall within the domain or not. For the Svalbard region, the position of the marginal ice zone, which can vary between the models, exerts a large influence on temperature, potentially causing large inter-model temperature spread. Similarly, the inter-model spread could be larger for the winter means than the annual means because fewer data (25%) are used when computing the winter means. However, the winter season is also characterised by more variability with, for instance, the North Atlantic storm track being more vigorous and also more tilted toward the pole compared to during summer (Shaw et al. 2016). Further investigation is warranted to understand this properly.

3.2. Precipitation

While the precipitation trend seems to be rather weak (0.5% increase) over the historical period, it clearly increases in the future climates. As with
Figure 7: Annual-mean anomalies of the sea-ice extent from the historical runs (1900–2014) and future projections (years 2015–2100) for the Arctic and Svalbard regions for MAM (left column) and SON (right column). The anomalies are taken with the years 1850–1879 as a baseline. The upper four panels show the time evolution of the sea-ice extent anomalies for the historical (blue), SSP5-8.5 (brown), SSP3-7.0 (purple), SSP2-4.5 (red), and SSP1-2.6 (orange) timeseries for the CMIP6 ensemble mean (solid lines) and the spread (shading) for the Arctic (top row) and Svalbard (middle row) regions. The bottom row shows box plots of area-averaged anomalies of sea-ice extent from the historical runs and future projections for the Arctic and Svalbard averaged over 2091–2100 (the last decade shown in the upper four panels). The horizontal line within the box shows the median value, the boxes show the interquartile range, the whiskers extend to the smallest and largest values that are not outliers, and the open circles show the outliers.
temperature, the increase is larger for the Arctic and Svalbard regions than it is globally (note the different y-axis). The global-mean ensemble-mean change in precipitation by year 2100 ranges from 3\% for SSP1-2.6 to 7\% for SSP5-8.5, whereas the corresponding numbers for the Arctic and Svalbard are 21\% to 73\% and 21\% to 42\%, respectively.

As with temperature, the inter-model spread is largest for Svalbard and smallest for the global mean; the spread is also larger when considering just the winter months compared to the whole year. Interestingly, the inter-scenario spread, that is, the spread between the different SSPs, is larger for the Arctic than for Svalbard. This could indicate that for Svalbard, the change in precipitation by 2100 depends less on the chosen scenario than it does for the Arctic as a whole. The ensemble-mean precipitation reaches lower values under SSP5-8.5 for Svalbard than for the Arctic, but higher values for SSP1-2.6, suggesting that Svalbard could experience a larger increase in precipitation than the Arctic under the best-case scenario, while the roles could be reversed under the worst-case scenario. However, only the two warmest and wettest scenarios (SSP3-7.0 and SSP5-8.5) show a significantly larger increase in annual and winter precipitation in the Arctic compared to Svalbard (Mann-Whitney U Test, \( p < 0.001 \), Mann and Whitney 1947).

3.3. Sea ice

As expected, the sea-ice extent decreases with time over the historical period and continues to decrease with future warming, both when considering the Arctic (i.e. the Northern Hemisphere sea-ice extent), and when narrowing down to the Svalbard region (Figure 7). The changes are largest in the scenarios with the strongest warming. During spring, the sea-ice extent is projected to decrease by 48\% for the worst-case scenario (SSP5-8.5) and 15\% for the best-case scenario (SSP1-2.6) for the Arctic and by 79\% for the worst-case scenario and 42\% for the best-case scenario for Svalbard by 2100.

Ice-free conditions are reached under both the worst-case scenario and SSP3-7.0 during autumn, whereas for the best-case scenario, the sea-ice extent decreases by 56\% for the Arctic and 73\% for Svalbard. There is large inter-model variability both during the historical period and in the future projections. The variability however decreases as the sea-ice extent decreases, and is very low by the end of the 21st century (Figure 7, bottom right panel).

4. Concluding remarks

Our study shows that compared to the temporal evolution in the global mean of selected climate variables, Svalbard and the Arctic undergo similar and significantly larger changes in response to projected future climate change and to the warming that has occurred over the last few decades. Thus, we find that Svalbard is well-suited as an observational supersite for the Arctic. There are however important differences:

- The Svalbard region displays an even stronger warming trend than the Arctic for the historical period (1980–2014) and for the two mildest future scenarios (SSP1-2.6 and SSP2-4.5).

However, the winter warming for the worst case scenario (SSP5-8.5) is significantly warmer in the Arctic than in Svalbard.

- In the future, the Arctic experiences a significantly larger increase in annual and winter precipitation compared to Svalbard for the two warmest and wettest (SSP3-7.0 and SSP5-8.5) climate projection scenarios.

- Over the more recent historical period (1980–2014), the sea ice melts faster in the region around Svalbard than in the Arctic.
5. Connections and synergies with other SESS report chapters

Good and accurate observations are of critical importance for Earth System Modelling. Observations are needed in order to improve our understanding of the state of the Earth system and distribution of different quantities, processes, and interactions. This knowledge is utilised in the models to make sure that the Earth system is represented as realistically as possible. Observations are also needed to validate the model output and help us identify quantities and processes that are well-represented or that need further improvement. The work presented here therefore has synergies with several other chapters from SESS reports, for instance, in relation to observations of snow cover and sea ice ("Long-term monitoring of landfast sea-ice extent and thickness in Kongsfjorden, and related applications (FastIce)" by Gerland et al. 2020; “Long-term variability of terrestrial-snow and sea-ice cover extent in Svalbard (SvalSCESIA)” by Killie et al. 2021), cloud condensation nuclei ("Multidisciplinary research on biogenically driven new particle formation in Svalbard (SVALBAEROSOL)” by Sipilä et al. 2020), atmospheric black carbon (“Atmospheric black carbon in Svalbard (ABC Svalbard)” by Gilardoni et al. 2020) and Arctic haze (“Arctic haze in a climate changing world (HAZECLIC)” by Traversi et al. 2021).

6. Unanswered questions

Some of the mechanisms contributing to Svalbard/Arctic differences in temperature, precipitation, and sea-ice extent need further investigation and are listed below.

Svalbard lies in the vicinity of the North Atlantic transport pathways, which bring heat, moisture, and matter to the Arctic by both atmospheric and oceanic processes and which connect the Arctic to the larger-scale circulation. Hence, transport changes due to anthropogenic forcing may cause a greater impact in Svalbard compared to the Arctic as a whole, and/or the timescales of impact may differ greatly, but that needs further investigation.

The West Spitsbergen Current (WSC) brings warm and saline Atlantic water into the Arctic and connects the Arctic and the world oceans. The Arctic near-surface temperature and sea-ice extent can be mediated by this inflow, both in the present climate (Chylek et al. 2009; Mahajan et al. 2011) and in projections of future climate change (Nummelin et al. 2017). In our study we found that over the more recent historical period (1980–2014), the sea ice melts faster in the region around Svalbard than in the Arctic. A reduction in sea-ice extent is intimately linked to temperature changes, and our results show that the Svalbard region displays an even stronger warming trend than the Arctic for the historical period (1980–2014). How these reported changes between Svalbard and the Arctic are linked to the ocean transport needs further investigation.

North Atlantic storms typically travel poleward and eastward from the east coast of the U.S. toward the Barents Sea. The storms bring warm moist air from lower to higher latitudes, and are an important contributor to the atmospheric poleward heat transport. Changes in the pathways of these storms can change this transport and therefore have the potential to affect the Arctic as a whole and perhaps even more so Svalbard, as it is situated in the north-eastern edge of the storm track and is greatly affected by the details of the paths taken by the storms. In addition, the discrepancy between the observed storm tracks and those simulated by the models has implications for atmospheric poleward heat transport, precipitation, and strong winds. It can even be a major cause of why models fail to fully capture observed climate change in Svalbard and the Arctic as a whole.

In order to quantify the most important drivers for climate change in Svalbard and for the Arctic
as a whole, it remains an open question how one can quantify the contributions from the large-scale atmospheric circulation changes, such as shifts in the storm tracks, changes in the oceanic heat transport into the Arctic, and how to disentangle such contributions from the various feedbacks amplifying the warming. Likewise, it is still difficult to differentiate between large-scale drivers and more local changes (Isaksen et al. 2016). How confident can we be of modelled attribution of climate change when interpreting locally observed timeseries of physical and biogeochemical variables?

In this study, we have considered the Arctic as a whole. Further investigation is needed to understand for which parts of the Arctic the Svalbard region can act as a supersite and can be used as an early warning platform.

7. Recommendations for the future

The climate models are highly complex numerical models, fed with initial conditions (for instance the current state of the Earth system or perturbed states) to simulate, for instance, the historical period or to project future scenarios. Due to the chaotic nature of the system, understanding the data produced by the models is challenging. Although often very impressive in their complexity, the models are imperfect and not always able to accurately reproduce all aspects of the Earth system. To be able to tell where the models fail and where they succeed, we need to understand why they act as they do. In particular, we need to make sure that the correctness of future projections made by these models rest on our understanding of the system. To achieve that, observations and process understanding are of crucial importance. For instance, incorrect atmospheric and oceanic transports of energy into the Arctic have large impacts on the rate of warming. The model community can benefit not only from the great observational data collected on and in the regions around Svalbard, but also from process understanding of experimentalists and observationalists. Likewise, the experimentalists and observationalists can benefit greatly by interacting more with the modelling community and learn from their perspectives – “the purpose of models is not to fit the data, but to sharpen the questions” (Karlin 1983).

Predicting and characterising climate change in Svalbard will be an increasingly important issue in the 21st century as the changes in near-surface air temperature, precipitation and sea-ice extent seem to occur at an extremely high pace in Svalbard, even higher than in the rest of the Arctic. It is equally important to understand and explain what mechanisms are causing the differences between the observed and modelled climate changes. A closer collaboration between experimentalists, observationalists, and the model community has the potential to improve the understanding of Arctic climate change for the science community, stakeholders, and the public at large. Svalbard Integrated Arctic Earth Observing System (SIOS) is in a unique position to facilitate such a collaboration.

To address the knowledge gaps identified above, we recommend that SIOS supports and initiates consolidated efforts to strengthen the relevant research infrastructure components, both within and outside SIOS. Such efforts will enable other Norwegian and Arctic research institutions to pursue urgently needed research projects in the area of Arctic climate change.

Specifically we recommend:

Supporting efficient data mining and harmonisation efforts, beyond metadata catalogues, which allow the construction and monitoring of energy budgets and energy flux trends in the larger Svalbard region and the Arctic as a whole. Energy flux estimates in the atmosphere, the ocean, and the cryosphere require broad efforts in data assembly and quality assurance, including efforts to seek feedback on usability and usefulness of datasets from model users.

Cooperating with the Norwegian national ESM infrastructure INES to build the modelling tools
needed to integrate the new SIOS data and explore how comparisons between data from models and observations can provide meaningful answers to questions related to Arctic amplification, abrupt changes, and climate feedbacks.

Fostering e-science tools (and education) so that young scientists working in the area of Arctic climate science are able to efficiently analyse results from model ensembles, such as CMIP6.

Initiating and strengthening the collaboration with existing pan-Arctic research initiatives and institutions to assemble temporal trends of physical climate variables in all spheres, along with those of biogeochemical tracers of system changes (methane, aerosols, carbon isotopes, and water isotopes).

Identifying and documenting the most efficient international means of cooperation to foster joint understanding of forthcoming Arctic climate changes, possible abrupt climate transitions, and the drivers for such changes.

8. Data availability

All original data used in this report are openly accessible via the links in table 2. All code used for the analysis can be obtained from the corresponding author upon request.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Time period</th>
<th>Region</th>
<th>Data info, providers and access</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMIP6</td>
<td>1850–2100</td>
<td>Global</td>
<td>All CMIP6 data used in this report are made publicly available in a standardised format and are free to download and accessible from any of the portals listed under “model output access” at <a href="https://pcmdi.lnl.gov/CMIP6">https://pcmdi.lnl.gov/CMIP6</a>.</td>
</tr>
<tr>
<td>ERA5</td>
<td>1979–Present</td>
<td>Global</td>
<td>ERA5 data are provided by the Copernicus Climate Change Service (C3S), from the Copernicus Climate Change Service Climate Data Store (CDS): <a href="https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5">https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5</a></td>
</tr>
<tr>
<td>GISTEMPv4</td>
<td>1880–Present(baseline 1951–1980)</td>
<td>Global</td>
<td>GISTEMPv4 data are provided by the NOAA/OAR/ESRL PSL, from their website at <a href="https://data.giss.nasa.gov/gistemp/">https://data.giss.nasa.gov/gistemp/</a></td>
</tr>
<tr>
<td>HadiSST v1.1</td>
<td>1871–Present</td>
<td>Global</td>
<td>HadiSST data can be accessed through the Met Office Hadley Centre at <a href="http://badc.nerc.ac.uk/view/badc.nerc.ac.uk_ATOM_dataent_hadisst">http://badc.nerc.ac.uk/view/badc.nerc.ac.uk_ATOM_dataent_hadisst</a></td>
</tr>
<tr>
<td>GPCPv2.3</td>
<td>1979–Present</td>
<td>Global</td>
<td>GPCP Precipitation data are provided by the NOAA/OAR/ESRL PSL, from their website at <a href="https://psl.noaa.gov/">https://psl.noaa.gov/</a></td>
</tr>
<tr>
<td>NCEP-DOE 2</td>
<td>1979–Present</td>
<td>Global</td>
<td>NCEP-DOE reanalysis 2 data are provided by National Centers for Environmental Prediction/National Weather Service/NOAA/, from the Research Data Archive at the National Center for Atmospheric Research, Computational and Information Systems Laboratory: <a href="https://doi.org/10.5065/KVQZ-YJ93">https://doi.org/10.5065/KVQZ-YJ93</a>.</td>
</tr>
</tbody>
</table>
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1. Introduction

At approximately 08:00–12:00 local time each day, Svalbard passes through a narrow, funnel-shaped region of the Earth's magnetic field known as the "cusp". This region channels charged particles from the Sun into the Earth's upper atmosphere, producing auroral displays which can be observed from Svalbard during the polar night. The long polar night and the availability of supporting infrastructure make Svalbard the only place on Earth where it is both possible and practical to study the cusp from the ground. It is also an ideal location for observing a wide range of other high-latitude magnetospheric and upper atmospheric processes driven by solar activity. Svalbard has therefore been the focus of major investments in space physics research infrastructure, both from Norway and abroad, over several decades.

The major Norwegian investments in space physics research infrastructure in Svalbard are as follows:

- The Kjell Henriksen Observatory (KHO), the world's largest optical observatory for auroral and middle atmospheric studies, with 34 instruments, located on Breinosa about 12 km southeast of Longyearbyen;
- Svalrak, a rocket range owned by the Andøya Space Centre, located in Ny-Ålesund;
- The European Incoherent Scatter (EISCAT) Svalbard Radar, located on Breinosa. This radar provides measurements of temperatures, densities and velocities of particles in the upper and middle atmosphere over and around Svalbard.

A recent addition to Svalbard's space physics research infrastructure is the Svalbard SuperDARN Radar, located on Breinosa near the KHO and EISCAT facilities. SuperDARN (Super Dual Auroral Radar Network) is an international network of more than 30 high frequency (HF) radars designed for studying high-latitude plasma convection driven by interactions between the magnetic fields of the Sun and the Earth (Greenwald et al. 1995; Chisham et al. 2007; Nishitani et al. 2019). The Svalbard SuperDARN radar fills an important gap in the spatial coverage of SuperDARN and complements the local optical and radio observations from KHO and EISCAT. SuperDARN is operated by researchers from 10 countries and is often cited as a prime example of successful international scientific collaboration (Greenwald 2017). Collectively, the SuperDARN radars provide coordinated observations of global-scale plasma structures and dynamics, whilst individually providing observations of mesoscale (100–500 km) processes and turbulence.

1.1. Energy transfer from space to the upper polar atmosphere

The vast majority of near-Earth space physics phenomena derive their energy from the Sun through a wide range of coupling mechanisms. In addition to light, the Sun emits a stream of ionised energetic particles called the solar wind, which also carries with it the solar or interplanetary magnetic field (IMF). The Earth is protected from the solar wind and the IMF by its own magnetic field; thus, most of the solar wind is deflected around the Earth. At the dayside magnetopause, the IMF and the Earth's magnetic field can connect (through a process called magnetic reconnection), forming a gateway between the two systems which channels particles and energy directly into the Earth's upper atmosphere. This process is illustrated in Figure 1. The IMF connects with the Earth's magnetic field at the magnetopause, forming an 'open' field line configuration over the polar regions. One visible consequence of this process is the dayside aurora, which occurs when the solar wind particles collide with atmospheric nitrogen and oxygen in the cusp. The polar cusp in each hemisphere forms at the point where the field lines first become ‘open’ to the IMF, and it is the footprint of this region where the 'dayside' aurora can be observed (Figure 1, inset).
In addition to providing this gateway for particles, the solar wind flow drags the open magnetic field lines across the polar regions, from the dayside to the nightside. Once on the nightside, these field lines sink into the magnetosphere where they reconnect, forming closed loops between the two hemispheres. The act of closing these field lines transfers energy and momentum from the solar wind into the magnetosphere, which drives auroral activity on the night side of the Earth (Figure 1, inset). Once closed, the field lines convect around the flanks of the magnetosphere to the dayside and the process repeats. This process of opening, convecting and closing of field lines, known as the Dungey cycle (Dungey 1961), sets up large-scale horizontal velocity flows up to 2 km/s over the polar regions, which can be measured by SuperDARN radars at around 250 km altitude (F region ionosphere). The direction, speed and turbulent nature of these ionospheric flows are controlled by the interaction with the IMF. These processes also induce large horizontal current systems in the 90–120km altitude range (E region ionosphere), dissipating energy into the neutral atmosphere through Joule heating or frictional heating processes (Brekke 2013). Collisional heating and turbulence associated with various auroral processes also serve to dissipate energy into the system (e.g. Frey et al. 2019; Hosokawa et al. 2019). Joule heating and particle precipitation account for 22% of the total global upper atmospheric energy budget, and in cases of extreme solar wind driving, the energy contribution from Joule heating can exceed the energy input from solar UV (Knipp et al. 2005). The coupled solar wind-magnetosphere-ionosphere system thus acts to direct energy into the high latitude atmosphere through a wide variety of processes and over a range of temporal and spatial scales. The term ‘space weather’ is often used to describe disturbances in this system that may impact technology and infrastructure.
1.2. Space physics research infrastructure on Svalbard

Due to its vast size, it is not possible to monitor the entirety of the Earth’s magnetosphere in-situ. However, the outer magnetosphere maps into a relatively small region of the ionosphere at polar and auroral latitudes along the geomagnetic field lines. Magnetospheric processes can therefore be studied by monitoring their footprints in the ionosphere. The signatures of the ionospheric energy deposition assume many different forms; hence, the vast majority of studies must combine data from many types of instrumentation. Moreover, radio instruments such as radars can sometimes be used in place of traditional optical instrumentation during periods of daylight or cloud cover to construct a continuous dataset. Svalbard’s extensive research infrastructure and unique location under the cusp make it a world-class location for ground-based remote sensing of the cusp and polar atmosphere using this multi-instrument complementary approach.

In addition to the Kjell Henriksen Observatory and the EISCAT facilities at Breinosa, Norwegian research institutes operate a wide variety of space physics instruments elsewhere in Svalbard. These include cameras, photometers, ground magnetometers and GNSS receiver stations in Ny Ålesund and Hornsund; an ionosonde, meteor radar and mesospheric radar (SOUSY) in Adventdalen and a riometer in Ny Ålesund. A full list of the current Norway-owned instrumentation and the instrumentation that Norwegian researchers have direct access to through ongoing collaborations is provided in Table 1. A more detailed list of the international instrumentation at the KHO is available on the KHO webpage1.

Other countries with relevant research infrastructure in Svalbard (either individually or through collaboration) include China, Japan, UK, Sweden, Finland, Denmark, the USA, South Korea, France, Russia, Italy, Ukraine and Poland. Five of these countries (China, Japan, the UK, Italy and the USA) also operate SuperDARN radars. Many of these countries collaborate through data sharing or focused experimental campaigns.

To obtain a detailed understanding of the system and, more importantly, to be able to model and predict the atmospheric responses to external forcing over the long term, consistent, complementary datasets are required. Datasets from Svalbard represent some of the longest time series of measurements of ionospheric processes in the world. These include mesospheric temperature measurements (1980–present), auroral camera observations (1978–present) and EISCAT radar observations (1997–present). The recent addition of the Svalbard SuperDARN radar marks a new era of complementary, long-term and continuous monitoring of the polar atmosphere and cusp by an HF system, joining the global database of SuperDARN observations that stretches over 25 years.

---

1 http://kho.unis.no/nordlysstasjon_instr.htm
Table 1: Norwegian owned instrument or instruments to which Norway has direct access (e.g. EISCAT)

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Parameters</th>
<th>Period</th>
<th>Location</th>
<th>Metadata/Data access</th>
<th>Data provider</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>HF Doppler transmitter/receiver</td>
<td>Horizontal ionospheric velocity</td>
<td>Aug 2020–present</td>
<td>Hornsund/Breinosa</td>
<td>RiS: 11522</td>
<td>UNIS</td>
<td>Radars</td>
</tr>
<tr>
<td>Dynasonde</td>
<td>Electron density profile</td>
<td>May 2020–present</td>
<td>Breinosa</td>
<td><a href="http://kho.unis.no/ionosonde/index.html">link</a></td>
<td>UNIS/UIT</td>
<td>Radars</td>
</tr>
<tr>
<td>SOUSY radar</td>
<td>Middle atmosphere structure and turbulence</td>
<td>2001–present</td>
<td>Adventdalen</td>
<td>RiS: 3729 <a href="http://radars.uit.no/">link</a></td>
<td>UIT</td>
<td>Radars</td>
</tr>
<tr>
<td>Riometer</td>
<td>Cosmic noise absorption</td>
<td>2013–present, Dec 2020 - present</td>
<td>Ny Ålesund Adventdalen</td>
<td>RiS: 6696, <a href="http://radars.uit.no/">link</a></td>
<td>UIIT/ TGO TGO/UNIS</td>
<td>Radars</td>
</tr>
<tr>
<td>Meteor radar</td>
<td>Mesospheric velocity</td>
<td>April 2019–present</td>
<td>Adventdalen</td>
<td>RiS: 3729 <a href="http://radars.uit.no/">link</a></td>
<td>UIIT/ TGO TGO/UNIS</td>
<td>Radars</td>
</tr>
<tr>
<td>EISCAT radar</td>
<td>Ionospheric density, temperatures and velocities (E and F region)</td>
<td>1997–present</td>
<td>Breinosa</td>
<td><a href="http://portal.eiscat.se/madrigal/">link</a></td>
<td>EISCAT</td>
<td>Radars</td>
</tr>
<tr>
<td>7 all-sky cameras</td>
<td>Auroral and airglow: morphology, emission intensity, mesospheric studies</td>
<td>Variable depending on instrument (~5 years to 20 years, winter season)</td>
<td>KHO</td>
<td><a href="http://kho.unis.no/Keograms/keograms.php">link</a></td>
<td>UNIS</td>
<td>Optical</td>
</tr>
<tr>
<td>Instrument Type</td>
<td>Description</td>
<td>Data Availability</td>
<td>Code</td>
<td>Website</td>
<td>Platform</td>
<td>Location(s)</td>
</tr>
<tr>
<td>-------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>--------------------------------------------------------</td>
<td>-------</td>
<td>----------------------------------------------------------------------</td>
<td>----------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>4 spectrometers</td>
<td>Spectral emission intensities, mesospheric temperatures, particle precipitation energies</td>
<td>Variable depending on instrument (~5 years to 40 years, winter season)</td>
<td>KHO</td>
<td><a href="http://kho.unis.no/Keograms/keograms.php">http://kho.unis.no/Keograms/keograms.php</a></td>
<td>Optical</td>
<td>UNIS / U of Alaska / UiT</td>
</tr>
<tr>
<td>2 photometers</td>
<td>Open-closed boundary, particle boundaries, auroral morphology</td>
<td>Variable depending on instrument (~5 years to 20 years, winter season)</td>
<td>KHO</td>
<td><a href="http://kho.unis.no/Keograms/keograms.php">http://kho.unis.no/Keograms/keograms.php</a></td>
<td>Optical</td>
<td>UNIS / U of Alaska</td>
</tr>
</tbody>
</table>
2. Ionospheric and upper atmospheric research using SuperDARN HF radars

SuperDARN radars have provided invaluable knowledge about the large-scale structure and dynamics of the ionospheric convection, energy transfer processes and mesoscale structures over several decades. In the polar cap and auroral zones, including over Svalbard, significant attention has been accorded to determining the location of the boundary between open and closed magnetic field lines using SuperDARN and comparing the results to the optical signature of this boundary (e.g. Chisham et al. 2004; Imber et al. 2013; Chen et al. 2015). The radars have also been used for performing high spatial resolution observations of small-scale velocity features within the large-scale convection pattern (e.g. Herlingshaw et al. 2019; Baddeley et al. 2007), patches of enhanced electron density (polar cap patches) that are transported through the polar caps within the background convection flow (Oksavik et al. 2006; Zhang et al. 2013; Fæhn Follestad et al. 2019) and estimations of Joule heating rates (Billet et al. 2020; Kiene et al. 2018).

In addition to the above applications, focused primarily on the F-region ionosphere, SuperDARN data have also been used in studies focused on E-region structures, such as nightside auroral arcs (e.g. Hosokawa et al. 2010) and large-scale atmospheric tidal motions at 100 km altitude (e.g. van Caspel et al. 2020). Some recent studies have also used SuperDARN data to validate atmospheric and climate modelling results (Hibbins et al. 2019) or develop improved inputs for these models (Bland et al. 2019, 2020). The SuperDARN radars are therefore highly versatile research tools which can be used to address a wide range of topics in upper and middle atmospheric physics.


The Svalbard SuperDARN radar is part of a global network of more than 30 HF radars used for studying the structure and dynamics of the Earth’s ionosphere. The SuperDARN network began over 25 years ago. The Svalbard radar was added to the network in 2016 to fill a spatial coverage gap in the cusp and polar cap ionosphere. The field of view of the Svalbard radar is shown in Figure 2 (red shading), along with the fields of view of the other SuperDARN radars in each hemisphere. Each field of view covers an azimuthal sector of at least 52° and extends to over 3500 km in range. Two radars located in Finland and Iceland provide coverage over Svalbard (grey shading), and the data from these radars have been used extensively in studies of cusp and auroral phenomena together with KHO, EISCAT and sounding rocket instrumentation (e.g. Lorentzen et al. 2010; Moen et al. 2012; Oksavik et al. 2012; Chen et al. 2015). These two radars, however, were decommissioned in 2018 and 2019 after more than 20 years of operation. The research groups who are responsible for these radars have obtained funding to refit both radar systems, and it is hoped that they will resume operations in 2022.
Funding for the Svalbard SuperDARN radar was obtained by the research group at the University Centre in Svalbard (UNIS) in 2012 through the ConocoPhillips/Lundin High North Research Program. This radar is located on Breinosa alongside the EISCAT Svalbard Radar and the KHO and is Norway’s first SuperDARN radar. Working with an externally employed company, MultiConsult, planning permission was granted on 13 May 2014. Two research groups were brought onboard for the construction phase of the project: the Radio and Space Plasma Physics Group at the University of Leicester (UoL), UK, and the Institute for Space and Atmospheric Studies at the University of Saskatchewan (UoS), Canada. The UoL group designed and built the radar electronics and transmitter elements. They have also built several other SuperDARN radars and operated two of the radars in Iceland and Finland. The UoS group designed and built the radar antenna units and masts. This group has designed several such structures and operates five SuperDARN radars across Northern Canada.

Due to the sensitive nature of the Arctic tundra, all elements of the radar had to be mounted on top of wooden posts driven into the tundra. This ensured minimal environmental impact since no elements would lie directly on the tundra. To limit environmental impact during the construction phase, the antenna masts were erected by hand by a crew of 10 people from UNIS, UoL and UoS during the summer of 2015. The radar consists of the following 3 elements: a main transmitter array of 18 antenna masts, an interferometer array of six antenna masts placed 100 m behind the main array and a 20 ft shipping container which houses the transmitters and other electronics. After an initial commissioning and testing phase, the radar officially became part of the SuperDARN network in October 2016.

The radar operated continuously until October 2018, when an unusual storm caused heavy icing on both antenna arrays. The storm brought sustained periods of strong winds, snow and supercooled rain. The icing created a total mass loading on the system of 1.6 kg/m, resulting in over 10 tonnes of additional weight on the antenna masts, which caused significant irreparable damage. Following this incident, a climate load report was commissioned from Kjeller Vindteknikk, which outlined the ice and wind loads during the incident and provided recommendations for a new mast design that would be able to withstand a ‘once in 50 years’ storm with a mass loading up to 6 kg/m.

---

Norconsult was then commissioned to design new masts for the Svalbard SuperDARN radar, given the recommended climate loads. The new masts have been constructed from a durable, corrosion-resistant aluminium alloy and include top plates, custom-made foundation base plates, guy rope brackets and other accessories. The masts have been delivered to Svalbard and the new Svalbard SuperDARN radar will be operational from 2021.

### 2.2. SuperDARN: A global network

Collectively, SuperDARN performs coordinated observations of the large-scale plasma convection driven by the Dungey cycle. Although there are minor differences in hardware across the network, the radars produce identical data products which can be readily combined into maps of global convection. The radars have no moving parts, allowing them to operate continuously and autonomously with relatively little maintenance. The SuperDARN radars typically have 16 beams (pointing directions), which are scanned sequentially to sample the entire field of view. The temporal resolution of a complete scan is either 1 or 2 minutes in a standard operating mode, and the standard range (radial) resolution is 45 km. Once transmitted, the radiowaves are modified and refracted by the ionosphere towards the horizontal, where the amount of refraction is determined by the ionospheric electron density along the ray path. The transmitted radiowaves are reflected from decametre electron density irregularity structures in the ionosphere, as illustrated in Figure 3. They then return to the radar where they are analysed. These irregularities are created through a range of instability and turbulent processes in the ionosphere and move at the background convection velocity. If the electron density is sufficiently high, in addition to the ionospheric scatter close to the radar (0.5 hop propagation mode), the radiowaves may be refracted back to the ground (1-hop propagation mode). They can then also be forward-scattered up from the ground and can be scattered from the ionosphere at a much greater distance from the radar (1.5 hop propagation mode).

![Figure 3: Illustration of space physics phenomena and the instrumentation used to study them from Svalbard.](image)

The primary data products from the radars are the following: backscattered power, line-of-sight Doppler velocity and spectral width. The spectral width parameter is often used as an indicator of turbulence occurring within the scattering volume. Since a single radar can only measure the velocity component parallel to the beam direction, the network is designed with overlapping fields of view so that the full horizontal velocity vector can be estimated by merging data from radars observing the same geographical area (Hanuise et al. 1993; Cerisier and Senior 1994). Data from all radars are combined into a central database, using a grid of nearly equal-area grid cells measuring 1° in geomagnetic latitude, to produce global maps of the ionospheric F-region convection in each
hemisphere (Ruohoniemi and Baker 1995) at a spatial resolution of 1° latitude. Figure 4 shows the typical two-cell convection pattern driven by the Dungey cycle. The radar data are shown as coloured vectors, with the colour and length of the line relating to the magnitude of the flow according to the colour bar. The flow direction is clockwise in the dusk (left) convection cell and anticlockwise in the dawn (right) convection cell. In places where there are no data (i.e. inside the black circled area), the modelled large-scale convection flow is denoted by black lines. The field of view of the Svalbard SuperDARN radar is also overlaid for reference with the red circle indicating data provided by the radar in an area to the north of Svalbard. In this example, the velocity vectors over Svalbard (LYR) are provided by the (currently non-operational) SuperDARN radar in Hankasalmi, Finland, with the Svalbard SuperDARN radar providing velocity measurements in an area northeast of Svalbard.

Figure 4: Ionospheric convection map produced from combined observations from the northern hemisphere SuperDARN radars. The Svalbard radar field of view (triangular region, also indicated in red in Figure 2) is shown for reference. The red circle indicates data provided by the Svalbard SuperDARN radar, to the north of Svalbard, and the blue box within that shows a plasma flow channel with velocities up to 1 km/s [Adapted from Herlingshaw et al. (2019)].

These global maps are used extensively across the space and ionospheric physics communities and are unrivalled in their ability to observe large-scale flows. However, there are some caveats. The available propagation modes limit the locations from which ionospheric backscatter can be detected; thus, most of the data used to determine the convection are line-of-sight velocities from single radars, rather than merged velocity measurements from overlapping fields of view. In areas without any data coverage, the convection pattern is based purely on a model, which introduces a significant
source of error in the large-scale convection. Moreover, the spatial resolution of convection patterns determined using the standard method is unsuitable for studying mesoscale flows and turbulence, which are often under-represented in models of energy dissipation. Bristow et al. (2016) proposed an alternative method that enables the convection to be determined at the native spatial resolution of the radar (typically 45 km), providing a more detailed representation of the mesoscale ionospheric flow. Expanding the network’s spatial coverage by building new radars in strategically-chosen locations would provide a more accurate picture of the large-scale ionospheric convection and also offer new opportunities to study mesoscale structures in combination with other ground-based instrumentation.

3. Scientific highlights

Some examples are given below highlighting some applications of the Svalbard SuperDARN radar, both as a standalone instrument (providing detailed measurements of the cusp and mesoscale ionospheric structures) and as part of the global network of radars (providing observations of the polar cap and cusp for the convection maps in addition to allowing comparative studies with other radars in the network).

3.1. Daily and long-term observations

Figure 5 shows 24 hours of observations from the Svalbard SuperDARN radar, colour-coded according to the power of the returned signals and the Doppler velocity. Positive velocity values indicate plasma flow towards the radar, and negative velocities are directed away from the radar. The slant range (vertical axis) is the distance along the radiowave path to the ionospheric scattering target. Backscatter is detected almost continuously and covers 500–1000 km of range at any given time. The high-power and high-velocity backscatter observed at around 09:00 UT is indicative of the dayside cusp region, where the highly structured irregularities scatter the radiowaves very efficiently.

A summary of the long-term observations from the radar is shown in Figure 6. These results cover the October 2016–October 2018 period and are divided according to season. In the F region ionosphere (top panel), the greatest amount of ionospheric backscatter was detected in the morning hours (~06:00UT/07:00 local time). This peak is higher in winter compared to summer. This result could be due to the highly structured irregularities in the wintertime cusp acting as efficient scattering targets for the radiowaves. A smaller secondary peak occurs at around 19:00 UT, which might be associated with auroral substorm activity. These findings are similar to those for other polar cap SuperDARN radars (Koustov et al. 2019). In the E region ionosphere (bottom panel), a morning sector peak is also present at around 06:00 UT, with a greater number of detections in the summer months. This may be attributed to the continuous ionisation by solar radiation during summer. Overall, the number of detections during each season is lower in the E region, which reflects its smaller vertical extent.
Figure 5: 24-hour summary plot from the Svalbard SuperDARN radar, showing the power of the received backscatter and the line-of-sight velocity measurements.

Figure 6: Seasonal and diurnal variations in E region and F region backscatter occurrence for the Svalbard SuperDARN radar, from October 2016 to October 2018.
3.2. Polar cap flow channels

As seen in Figure 5 (bottom panel), the flows in the polar cap ionosphere are highly dynamic both in magnitude and structure. Flow channels are defined as high-speed (>1 km/s) ionospheric flows embedded within the slower moving large-scale background convection and can be identified in SuperDARN radar data as narrow regions of enhanced plasma velocities within the field of view. A new algorithm has been developed to automatically detect these fast flows using the Svalbard SuperDARN radar. An example of a large flow channel identified by the algorithm in the Svalbard radar field of view is marked in a blue box in Figure 4. The flow region extends over 45 degrees in longitude, from Svalbard, across the Arctic Ocean. The proof of concept study (Herlingshaw 2019) indicated that even relatively small (400 km in width) short-lived (13 min) channels can provide a significant fraction (60%) of the total amount of open flux transported across the entire polar cap region by the Dungey cycle. The algorithm was used to perform a quantitative statistical analysis of over 1000 channels and investigate their relationship to the IMF orientation and solar wind conditions (Herlingshaw et al. 2020). This study showed that ~50% of detected flow channels are quite short-lived phenomena, lasting only 3 minutes or less and ranging from about 70 km to 650 km in width (often of a similar magnitude as the resolution of the large-scale convection maps). This work has highlighted the need for increased radar coverage of the polar regions if an accurate representation of the F-region ionosphere is to be obtained.

3.3. Polar cap patch formation and impact on GNSS

Ionospheric plasma irregularities, which SuperDARN radars rely on, impact also the propagation of trans-ionospheric radio waves, such as Global Navigation Satellite System (GNSS) signals. In the polar cap, irregularities are mostly associated with polar cap patches which get highly structured by plasma instabilities when following the convection pattern and, in particular, when they enter the nightside aurora (Jin et al. 2014). Mitigation of their effects on GNSS signals can be achieved through a forecast of polar cap patch formation, propagation and modelling of the associated GNSS signal disturbance. Fæhn Follestad et al. (2019) presented a new method to forecast space weather disturbances on GNSS at high latitudes, in which they describe the formation and propagation of polar cap patches and predict their arrival at the nightside aurora. The space weather prediction model incorporates an ionospheric convection model and total electron content (TEC) observations from the Global Positioning System (GPS) network. Fæhn Follestad et al. validated their new forecast by comparing its results to GPS global TEC observations from MIT’s Madrigal database, ionospheric convection data from SuperDARN and scintillation data from instruments in Ny Ålesund. They were able to show that the model describes the polar cap patch motion effectively and can be used to predict scintillations of GPS signals at high latitudes. The dynamics of signal scintillations, which are the measure of trans-ionospheric radio wave perturbation, often agree with the plasma velocities deduced from the SuperDARN measurements. Thus, the radar data can be incorporated into both global and local models for the space weather effects on the GNSS signals and hence contribute to precise positioning services in the polar regions.

3.4. Space weather impact on radio communications

Energetic particles and solar X-ray flares cause increased ionisation of the lower ionosphere, leading to strong attenuation of HF radio waves. This can impact the critical industries that rely on HF radio communications, including aviation, maritime, emergency services and defence (Redmon et al. 2018). Space weather events in September 2017 highlighted the capability of SuperDARN radars for monitoring these impacts in real-time. In the polar regions, energetic proton precipitation resulted in strong radiowave absorption which was detected by multiple SuperDARN radars over a period of 10 days (Bland et al. 2018). At the same time, the mid-latitude SuperDARN radars detected several shortwave fadeout events caused by ionisation by solar X-ray flares (Chakraborty et al. 2018). The absorption response measured by SuperDARN...
near the peak of this space weather event is shown in Figure 7. Other recent work has shown that SuperDARN radars are sensitive enough to detect radiowave absorption caused by energetic electron precipitation (EEP) in the auroral zones, providing a new method for determining statistical occurrence rates and spatial coverage of EEP events (Bland et al. 2019, 2020). This information is being used to improve the energetic particle forcing used in climate models.

These results demonstrate that SuperDARN has the potential to support routine space weather monitoring efforts through the provision of real-time observations. In addition to monitoring HF radio absorption, coordinated real-time SuperDARN observations could be used to track space weather disturbances across the polar cap between the Norwegian and Canadian sectors, which would provide advanced notice of approaching disturbances.

![Figure 7: The amount of high frequency radio absorption, rated from 'Low' to 'Very High', observed by the northern hemisphere SuperDARN radars during space weather events in September 2017. Radio blackouts lasting several hours occurred at mid-latitudes, and 10 days of absorption due to energetic proton precipitation was detected in the polar cap.](image)

4. Connections and synergies with other SESS report chapters

Space physics research through the use of rockets has been highlighted in two previous SESS reports. This chapter complements these two previous report chapters by providing a focus on the ground-based instrumentation in Svalbard. Specific points of relevance are as follows:

- Moen et al. (2020) recommended that key parameters from radar instruments should be given status as SIOS core data. As discussed in Section 7 of this report, the Svalbard SuperDARN radar is available online (with full metadata and software tools) in near real-time and has a > 5 years collecting commitment, which makes it suitable to be included as SIOS core data.

- Moen et al. (2019) identifies the critical ground-based observations provided by the instrumentation on Svalbard in regards to rocket campaigns. The Svalbard SuperDARN radar adds to this support network.
5. Unanswered questions

The underlying challenge is to understand, predict and model the response of the atmospheric column as a whole (from the ionosphere, down through the mesosphere and into the stratosphere) to energy input from the Sun and solar wind. Coupling between the neutral and ionised parts of the upper atmosphere is particularly important in the polar regions. Here, the dynamical processes are highly variable in their response to the solar activity levels, with nonlinear processes, instabilities and turbulence in the ionosphere facilitating the energy transfer to the neutral atmosphere. The instrumentation in Svalbard can provide the necessary datasets to assist scientists in several of these aspects.

Specific questions with applications for the Svalbard SuperDARN radar are given below.

- What processes govern the dynamics and structuring of the polar cap patches as they travel across the polar cap ionosphere?
- What are the characteristics of the ionospheric flow channels and how much energy is deposited into the ionosphere through frictional heating both inside and at the edges of flow channels?
- How is the energy originating from ionospheric processes (flow channels, auroral particle precipitation, waves, etc.) redistributed in latitude and altitude?
- What is the average impact area of energetic electron precipitation into the mesosphere/lower thermosphere region?
- How are the irregularities related to other specific large-scale ionospheric features and what is the physics behind the formation of smaller, decameter (< 10 m) and hectometre (< 100 m), irregularities?
- How can the large-scale convection pattern be incorporated into local space weather prediction models related to the positioning accuracy in the European Arctic sector, in particular north and southwest of Svalbard, over the Arctic ocean and towards Greenland?

All these questions address the major open issues in space and upper atmospheric sciences within the context of the energy transfer from space down to the Earth’s atmosphere. They are concerned with the upper atmosphere dynamics, its heating, instabilities and turbulence, and addressing them will contribute to the modelling and forecasting of space weather effects. This will increase the resilience of human-based infrastructure to adverse space weather events, thus ensuring safety and continuity of human operations in the polar regions.

6. Recommendations for the future

1. Rebuild the Svalbard SuperDARN radar and secure ongoing funding for maintenance and operational costs.
2. Designate the area on Breinosa (which currently includes EISCAT, the KHO and SuperDARN) as a research infrastructure zone with limited land rental costs. Such costs unnecessarily decimate research budgets diverting funding away from core research.
3. Construct a second SuperDARN radar on the same site as the current radar, with a field of view covering the region southwest of Svalbard. This would cover the flight path of sounding rockets from Ny Ålesund as well as providing a complementary field of view to existing all-sky cameras and any newly developed SuperDARN radars on Iceland.
4. Develop a collaboration between Norway and North America to build the real-time space weather monitoring capability of SuperDARN, including tracking of space weather disturbances across the polar cap and monitoring HF radio absorption.
5. Support an extension to the Longyearbyen meteor radar to allow 2-D measurements of the atmospheric velocities and temperatures in the mesosphere. This would provide a complementary dataset to the higher altitude SuperDARN dataset.

7. Data availability

SuperDARN radar data are used throughout the international space physics community. The data are archived in two open-access repositories, where a username and password are required to access the system:

- Globus (https://www.globus.org/)
- British Antarctic Survey (https://www.bas.ac.uk/project/superdarn/#data)

The SuperDARN community maintains two software packages to support scientific research:

- Radar Software Toolkit (RST), the primary SuperDARN data analysis software
- pyDARN, a python library for SuperDARN data visualisation

These open-source packages are maintained and distributed by an international team of scientists, engineers and software developers. In addition, a web-based interface for visualising the radar data is available from Virginia Tech. The Svalbard SuperDARN radar also had (and will have) an online real-time data feed.

Data from the other instrumentation mentioned in this report are available through online databases, some of which are already compatible with the SIOS data access portal (e.g through the already established National Infrastructure for Research Data, NIRD). Table 1 lists the Norway-owned instruments and instrumentation to which Norwegian researchers have direct access through ongoing collaborations.
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1. Introduction

The main objective of this State of Environmental Science in Svalbard (SESS) report is to generate an overview of the research conducted in Svalbard with unmanned vehicles. Funding is provided by the Svalbard Integrated Arctic Earth Observing System (SIOS). The report covers unmanned vehicles that travel in air, on the water surface, and underwater. However, due to their prevalence, the main focus will be on aerial systems. This report aims to capture the applications of these unmanned systems in Svalbard and develop recommendations for the future.

This report follows in the footsteps of earlier publications on the use of unmanned vehicles in polar regions. A general overview of unmanned aerial vehicle (UAV) applications in the Arctic, prepared by a working group from the Arctic Monitoring and Assessment Program (AMAP), also gives guidelines for operations in the Arctic (Crowe et al. 2012, Storvold et al. 2013). Bhardwaj et al. (2016) prepared an overview of UAV applications in glaciological applications. An update of this report that was recently published extends the scope to the cryosphere sciences (Gaffey and Bhardwaj 2020). The latter also identified Svalbard as a hotspot for arctic UAV operations. This SESS contribution is unique for its focus on Svalbard and for including not only UAVs but also other types of unmanned vehicles. This allows for a more specific analysis with dedicated recommendations for the Svalbard area.

1.1. Motivation

When compared to the lower latitude regions, global warming occurs significantly quicker in the Arctic (Arctic amplification) because of numerous feedback processes that occur between the atmosphere, the ocean, and the cryosphere (Serreze and Barry 2011). A significantly enhanced sea-ice reduction rate, recession of glaciers, changes in the thickness of the permafrost active layer, and increased activity of morphogenetic processes (e.g. marine, slope) have been observed in the Arctic and Svalbard in recent decades. Due to its specific character and climate conditions, the Arctic is an important study site for contemporary climate change processes, their feedback, and environmental consequences. The easy access to Svalbard makes it an excellent site for a wide range of polar research disciplines and long-term monitoring programs.

Unmanned vehicles are important tools for conducting research in the Arctic, especially in the field of climate change. This emerging technology allows obtaining complementary datasets to established observation methods such as satellite-based remote sensing and ground observations. Therefore, the use of unmanned vehicles in Svalbard is an important component to develop and enhance the knowledge of current changes in the Arctic and on a global scale.

1.2. Terminology

Different expressions are used to denominate unmanned aircraft. With origin in the military, the terminology “drone” is now used synonymously with all unmanned airborne systems. In scientific applications, the most commonly used expression is unmanned aerial vehicle (UAV), which refers to the airborne vehicle itself. Taking into account the infrastructure belonging to the UAV, such as autopilot and ground control station, the expression most frequently applied is unmanned aerial system (UAS). More recently, the expression remotely piloted aircraft system (RPAS) was introduced by the International Civil Aviation Organization (ICAO) and is used for unmanned vehicles that are controlled and commanded by an operator at a ground control station. Furthermore, the terms unoccupied vehicles or uncrewed vehicles are sometimes used. In this report, the terms “UAV” and “drone” are used synonymously to describe airborne systems.

Several types of marine unmanned vehicles exist. Remotely operated underwater vehicles (ROVs) are controlled by a pilot, whereas autonomous underwater vehicles (AUVs) do not require an
operator or are partially navigated by a pilot (e.g. seagliders). Unmanned surface vehicles (USVs), sometimes also called autonomous surface vehicles (ASVs), are vehicles that travel on the water surface.

1.3. Types of unmanned vehicles

1.3.1. Multirotors and helicopters

A large range of aerial drones falls under the “multirotor” category. Their common denominator is three or more motors with directly mounted propellers, see Figure 1. They are controlled by adjusting the power directed to each motor when compared to a helicopter that has a collective and controls the aircraft by adjusting the propeller pitch. Multicopters vary in size from a few grams to several hundred kgs. Their main advantage is their mechanical simplicity (the only moving parts are the ball bearings in the motors). Purely battery-operated multirotors typically have an endurance of 20–40 minutes. Multirotor drones are easy to deploy and some can carry quite a large payload despite not being as large as fixed-wing drones, but extra payload weight reduces endurance. Multirotors are extremely flexible at the cost of reduced range and endurance compared to fixed-wing drones. The biggest manufacturer of commercial (off-the-shelf) multirotor drones is DJI, see Figure 2. They offer several systems that range from small four-rotor (quadcopters) drones weighing a few hundred grams to larger six-rotor (hexacopter) drones with a maximum take-off weight of almost 10kg. These systems are typically very easy to fly and do not require extensive amounts of training. They are mostly operated within the visual line of sight (VLOS) and are typically remotely piloted with low degrees of autonomy.

Figure 1: Example of multirotor (left), fixed-wing (middle), and VTOL hybrid (right) used for scientific data collection and part of the SIOS infrastructure (Photos: NORCE).

Figure 2: Example of off-the-shelf drones from DJI: Phantom 4 Pro (left) and Mavic 2 Pro (Photos: Richard Hann).
1.3.2. Fixed-wing

In fixed-wing drones, the aerodynamic lift is generated by wings, see Figure 1. They are much more energy efficient compared to helicopter and multirotor drones, as the lifting surface is larger and can be optimized to a particular airspeed and wingload. This gives fixed-wing UAVs a much longer range and endurance compared to multirotor drones. The main disadvantage of fixed-wing drones is that they have a minimum airspeed required to stay aloft, i.e. they cannot hover in place. Also, for take-off and landing, fixed-wing UAVs require either a runway or catapult for take-off (small fixed-wings can be thrown manually) and a runway or a net for landing. The operation of fixed-wing drones requires a good amount of training and experience. The endurance is typically one to three hours for purely battery powered systems, whereas combustion systems typically have an endurance of 3–8 hours. Combustion systems can be designed to fly up to 24 hours or longer. The size of fixed-wing drones used for scientific applications will typically vary from 0.5kg to a few hundred kg, with a few exceptions (e.g. NASA operates the Global Hawk at 15t for science missions). Fixed-wing UAVs exhibit typically a high degree of autonomy and can be operated beyond visual line of sight (BVLOS). The main advantage of fixed-wing drones is their ability to cover large distances, to stay aloft for extended periods, and to reach high altitudes (up to several kms). Fixed-wing UAVs have a long history and have, for example, been already used in the 1970s for meteorological research (Konrad et al. 1970).

1.3.3. VTOL Hybrid

Recently, drone designs combining the vertical take-off and landing (VTOL) capabilities of multirotors with a range of fixed-wing have become available, see Figure 1. This design especially benefits operations conducted from ships or field stations, as one does not need runways or catapult and net landing equipment. A VTOL UAV has typically less range and less payload capacity compared to a fixed-wing aircraft of the same size and weight.

1.3.4. Remotely operated underwater vehicles

The origins of this technology dates back to the 1950s, when the first vehicles of this type were used to retrieve lost torpedoes. The following years brought further modernization and expansion of ROVs, mainly in military applications. This technology became indispensable in the oil industry and eventually became an invaluable tool in scientific applications. ROVs are most often built on an open frame with floats attached, with strong light sources and digital cameras transmitting the image directly to the operator's monitor (see Figure 3). Propulsion is usually implemented with electrically driven propellers. ROVs are usually well-balanced and do not require the use of ballast tanks. In addition, they are connected by an umbilical cable with a platform located on the surface or an underwater hangar. Power and data transmission are supplied to the vehicle via the umbilical cable, often with the use of optical fibre technology. ROVs have many classes depending on the weight/size of the vehicle, the depth to which it is able to operate, or the vehicle equipment. Such a movable underwater platform provides a wide range of installation possibilities with various types of measuring equipment: cameras, specialized sensors of physicochemical parameters, manipulators allowing for various types of work or obtaining samples, sonar, acoustic camera and many others. However, the most frequently used devices are high-resolution video cameras that allow for a non-invasive observation of the sea bottom, water column, and the bottom surface of the ice. Most vehicles of this type have an acoustic ultra-short baseline (USBL) navigation system that allows determining the position of the vehicle in relation to the platform from which it was launched (ship, platform, shore, sea ice). If the planned operations are very precise (taking samples from a specific place on the bottom or mooring inspection), the ship should be equipped with a dynamic positioning system. Depending on the complexity of the vehicle, it may have one or more trained operators responsible for individual navigation manipulators.
1.3.5. Autonomous underwater vehicles

As in the case of ROV, the history of this type of construction dates back to the 1950s. In the beginning, these were mainly military-related structures. The advent of modern electronics, efficient power sources, and artificial intelligence has led to an increasing degree of autonomy and the development of autonomous underwater vehicles (AUVs), see Figure 3. The vast majority of AUVs resemble a torpedo, which is dictated by low hydrodynamic resistance (drag) as well as a minimizing of the possibility of catching on underwater obstacles. Typical AUVs contain a battery, electric drive motor, control electronics, and a range of oceanographic instruments (e.g. conductivity, temperature, pressure, pH-value, fluorimeter, sonar, a camera with lights). Some vehicles of this type have a foldable robotic arm. The vehicles are able to carry out missions autonomously after launch. The battery capacity is the main limitation of the operating time, depending on the vehicle class, up to several hours. The exception here is underwater gliders whose missions can last up to several months – mainly due to the lack of an active propeller. These gliders move by changing their buoyancy, which allows for submersion and ascent, and the change of trim and presence of wings allow for forward movement. Electricity is needed in this case mainly to change the centre of gravity, for e.g. by pumping water or oil. Data are sent to the satellite during ascent – this AUV subtype is “controlled” by the pilot. Vehicles of this type have revolutionized the market, making it possible to perform tasks related to bathymetry or habitat mapping at much lower costs and unprecedented efficiency. They are excellent in all kinds of inspections and are a very important research platform in modern science related to the study of the oceans. Drop cameras are another technology that is often used, but it has been excluded from this report as it is a passive system that does not move on its own, see Figure 3.

1.3.6. Surface vehicles

These are remotely operated vessels (boats) of various sizes. Most often, the units are several...
meters long and are equipped with an electric drive with a generator, see Figure 3. They can also use solar and wind energy (saildrone). Remotely controlled units of this type play an increasingly important role in Arctic research. They often allow for a doubling of the studied area and shorten the time needed to collect data when compared to traditional methods that use only a research vessel. They made it possible to enter dangerous waters such as glacier bays or very shallow waters. Due to the high flexibility of the solutions used, they can be adapted to any environmental conditions and are widely used in polar areas.

1.4. Relevance of unmanned vehicles for Arctic research

1.4.1. General

UAVs for scientific data collection have multiple benefits (Pajares 2015). Compared to manned aircrafts, the environmental footprint is orders of magnitude smaller when it comes to noise and fuel consumption, especially in small observation sites. In addition, UAVs are particularly well-suited to bridge the gap between single-point measurements and satellite remote sensing, as both spatial and temporal resolution are highly flexible. Such observations are important for creating consistent time series of surface products like snow albedo, vegetation indices, and biomass/primary production estimates. Satellite-based remote sensing in the Arctic is often limited by the presence of persistent cloud covers and the lack of sunlight during the winter. UAVs also allow access to areas that are dangerous or impossible to access, e.g. crevassed glaciers (Hann et al. 2019). Additionally, UAVs allow a higher flexibility in used sensors and measurements methods, e.g. ultra-wide band radar to measure properties like snow depth and snow water equivalent on land and on sea ice.

One key challenge in using airborne remote sensing generally is the vegetation, buildings, and other obstacles that cover or hide the Earth’s surface and the space above it (Gaffey and Bhardwaj 2020). Therefore, the observation of rock structures, animals, or landforms is often obscured or even impossible. Arctic regions with their lack of higher vegetation, large settlements, and other natural and man-made structures are therefore ideal for aerial remote sensing. Also, the risk of damage, either on the vehicle (UAV) or on the third person’s property, not to mention health or life, a common threat in the densely populated areas of Europe, is significantly lower in the vast, obstacle-less plains of the Arctic.

The remoteness and natural character of the Arctic is another reason for the frequent exploitation of UAV technology (Solbø and Storvold 2013). Mountainous areas, often glacierized, steep cliffs, rock faces, and practically no infrastructure effectively limit the accessibility to many areas except through small boats. However, the operational range of the UAVs (especially fixed-wing), which may exceed several kilometres, allows one to quickly, cheaply, and without any special equipment access to observe many of these remote sites (Stuchlik et al. 2015). Certainly, observations are limited to visual and/or other optical or thermal recordings, but this may be enough for many research tasks.

The undeniable benefit of using underwater vehicles is the ability to observe the environment at depths inaccessible to a diver as well as the analysis of many distant places in a relatively short time. Underwater vehicles also enable minimally invasive observations of the behaviour of animals (observations for many hours). They are well suited for observing the marine environment, where the patches of flora and fauna are natural and point measurements do not give a full picture of the species composition in a given place. Underwater vehicles are a good complement to traditional measurements, giving a wider view and supplementing them with additional observations. They allow for an insight into areas of very poor visibility, typical for glacial bays and glacial estuaries. USVs allow measurements in the close vicinity of a glacier, impossible to perform from a ship for safety reasons. Underwater vehicles are not limited by a specific Arctic light regime and can be used even during the polar night, thanks to the use of artificial lighting or radar.
A general list of technical and operational challenges of using unmanned platforms in polar environments was presented by Kramar (2019). An operational handbook for scientific users of UAVs in the Arctic was produced by the AMAP workgroup (Storvold et al. 2015).

1.4.2. Data resolution

One key benefit of UAVs is their ability to close the “resolution-gap” between ground-based and satellite-based observations. The data resolution of observations typically depends on optical (sensor resolution, lens focal length), environmental (visibility, cloudiness, wind, sun position), and technical (gimbal/sensor stabilisation, flight velocity, flight altitude) conditions. Figure 4 shows the typical resolution of different remote sensing techniques. Satellite-based observations can range from a resolution of approximately 1–100m, while most products available for the scientific community are on the scale of 20m. In contrast to ground-based observations, this resolution is very coarse and introduces a challenging “gap”. In-situ UAV observations are well suited to contribute to filling this gap. This is mainly related to the lower operational altitude, possible due to those platforms. Such airborne systems can easily provide resolutions in the order of magnitude of 10cm.

The data resolution for ROV, AUV depends mainly on the class of the device and thus the possibility of installing better sensors, both optical – mainly cameras (size and type of sensor, the possibility of changing the focal length) – and measuring environmental parameters (e.g. fluorometer, STD probes) or equipment using sound waves (e.g. sonar, acoustic camera).

Figure 4: General overview of approximate image/data resolution using various mapping techniques: satellite, airplane, UAV, and terrestrial laser scanning (TLS). Based on this reports database (Svalbard UAV) and literature: Rothermel et al. (2020), Turner et al. (2016), Nex et al. (2014), Westoby et al. (2012), Smith et al. (2009), Prokop et al. (2008), Park et al. (2019) and Goncalves, and Henriques (2015).
1.4.3. Observations of the atmospheric boundary layer

UAVs, especially fixed-wings, are also suitable to fill in a missing gap in atmospheric research: They provide high resolution measurements on small scales, typically up to an altitude of 2km and a horizontal range of a few km, with some long-range applications. This typically requires sophisticated UAV operations. The modern miniaturized data processing units allow measurements with up to 1 kHz resolution.

For studying the exchange processes between the surface and the atmosphere, measurements less than a few 100m above the ground are very important. UAVs are very flexible compared to ground-based measurements like meteorological masts or remote sensing applications (Martín et al. 2011), and they are easier to operate close to the surface than manned systems, which usually have to adhere to a specific minimum flight altitude. Further, the flexibility of UAVs allows making observations at remote locations, which may contribute to enhanced databases for weather forecast (Sun et al. 2020). For investigating specific atmospheric processes, UAVs contribute to local-scale data that can be embedded in larger-scale measurement networks and serve to validate satellite data and numerical simulations with lower spatial resolution. In many large atmospheric projects, UAVs have been deployed to contribute data in small scales.

In addition, UAVS offer the advantage of flexibility concerning the choice of light-weight sensors. Depending on the application, UAVs are equipped with meteorological payload, aerosol sensors, chemical sensors, air sampling capabilities, measurements of radiation, and surface temperature. Last but not the least, for some applications like sampling volcanic eruptions, manned airborne measurements would be too dangerous, but UAV observations are possible, for e.g. (Nicoll et al. 2019).

1.5. Svalbard – a hotspot for unmanned vehicle research across the Arctic

Since 1920, Svalbard has a special status related to the international Spitsbergen Treaty. The regulations of the treaty allowed the signatory states the peaceful use of the area. Therefore, many national and international research facilities fostered cooperation and facilitated the spread of new technologies in various research projects, making Svalbard an important research hotspot.

Another important fact that attracts the researchers using UAVs is the unique natural environment of Svalbard. When compared to the lower latitude regions, heavily glacierized islands with easily perceptible effects of on-going climatic changes on the receding glaciers and related activation of slope and fluvial processes on vast, newly deglaciated areas are very suitable for a temporal observation of these changes (Hartvich et al. 2017, Bernard et al. 2018). Also, the natural processes, to a much smaller degree, are affected by anthropogenic activities. Therefore, monitoring of the state of the glaciers is very important in order to learn about the processes determining its changes, namely the fast degradation of the cryosphere (Bernard et al. 2018). Combining traditional research results with modern UAV methods can be done for modelling the state of cryosphere and the development of scenarios of its changes for much larger areas of the Arctic (Nehyba et al. 2017, Gaffey and Bhardwaj 2020).

It is not only glaciers, snow, and rocks that are studied using UAVs in Svalbard. Glacier runoff also affects the structure of the water layers and supplies huge amounts of suspended sediment to the water column. The use of underwater technologies allows monitoring the presence of Atlantic species that are more often increasingly found in the waters of Svalbard and to study the adaptation and the behaviour of macrofauna or plankton organisms to life in this extremely dynamic and difficult environment. Additionally, the rapid changes in the environment are followed by the dynamic reactions of plants, animals, and other life form populations.
Atmospheric research in Svalbard is focusing on local biogenic emissions and long-range transport processes from lower latitudes, as Svalbard is a relatively pristine environment. Svalbard is located in the Arctic vortex of low temperatures and demonstrates slow mixing of air masses compared to lower latitudes.

Finally, while being geographically relatively remote and isolated, Svalbard is still, compared to similar Arctic regions such as the Canadian archipelago, Severnaya Zemlya, or Franz Josef Land, easily accessible. The archipelago can be reached by commercial flight connections and is regularly visited by cargo ships. In addition, several well-equipped settlements and research facilities are also present there.

2. Results

2.1. Method

The main element of this report is a literature review on the scientific applications of unmanned vehicles in Svalbard. The first step was to identify publications in the peer-reviewed literature that included relevant information. Most of these publications were identified using Google Scholar with a combination of the following keywords: “Svalbard, Spitsbergen, unmanned aerial vehicle, UAV, unmanned aerial system, remotely operated aerial vehicle, RPAS, UAS, autonomous underwater vehicle, AUV, autonomous surface vehicle, ASV, remotely operated underwater vehicle, ROV, unmanned vehicle, drone”. Furthermore, the databases of ResearchGate, Research in Svalbard (RiS), and Svalbox were accessed. The search was conducted in August 2020. Later publications are not considered in this study.

In a second step, the selected publications were investigated in-depth to identify the following key parameters for each study:

- Discipline: the research field of the publication;
- Publication type: the type of publication (article, conference paper, report, thesis);
- Research objective: main purpose of the paper;
- Fieldwork season: the date when the unmanned vehicles fieldwork was conducted;
- Fieldwork location: the location(s) where the unmanned vehicles fieldwork was conducted;
- Unmanned vehicle: the type of unmanned vehicle used;
- Platform name: the name of the unmanned vehicle platform;
- Sensor type: the type of sensors used on the unmanned vehicle platform;
- Post-processing: the software or approach used for post-processing of the sensor data;
- Countries: the origin country of the institutions involved in the research.

2.2. Database

Appendix 1 shows all publications that have been included in the database, along with a few selected variables. The full database is added as an electronic appendix to this report.

2.2.1. Type of unmanned vehicle

An overview of which unmanned vehicles were used mostly in Svalbard is given in Figure 5. The data show that the majority (>80%) of activities in Svalbard were conducted with UAVs. Most of the UAV work was performed with multirotor drones, of which nearly all were conducted with off-the-shelf technologies (i.e. DJI products like Phantom, Mavic, Matrice). This implies that these consumer-grade aircraft, which have a very low barrier, offer a substantial benefit to the scientific community. Fixed-wing UAV operations, which are much more complex due to the requirements in logistics, infrastructure, and trained personnel, were also used intensively. Underwater vehicles and surface vessels are available to a much smaller group of scientists because they are very expensive and require the use of a ship, which additionally increases the costs.
and limits the availability of this type of research to oceanographers. Moreover, the use of ROV is quite complicated and time-consuming. Surface vehicles are more increasingly used in projects enabling the safe sampling of the zone at the front of glaciers that is inaccessible with traditional sampling. There are fewer published works on the use of underwater technology than UAV due to the limitations in the availability of this type of equipment.

### 2.2.2. Products

Generally, the most common products are datasets collected using UAV-mounted optical sensors, such as photomaps, digital elevation models (DEMs), digital surface models (DSMs), digital outcrop models (DOMs), and thermal or other special maps derived from the observed data. Other types of results are represented by point or profile measurements of meteorological, aerosol properties or atmospheric chemistry data. In some cases, observations of life form behaviours are made. Rarely, air, soil, sediment, or biological material samples are collected from otherwise inaccessible sites. The overview of the product type frequency is given in Figure 6. It has to be noted that there is an uncertainty as not all papers specify the observed data production parameters.

By far, the most common product is an orthophoto (or orthomosaic) map, usually based on digital photographs from visible light cameras. Other types of sensors used for construction of photomaps are IR (infrared), thermal, and multispectral. Often, the orthomosaic map is not the final product but an input into further analyses or processing (therefore, it is sometimes difficult to differentiate it from the derived or special maps category). The orthomosaic maps are used in a variety of research domains, ranging from geology through glaciology and biology to human sciences.

In geomorphology, geology, and glaciology, the DEM/DSM is usually the main goal product, used for further analyses of slope, structures, volume, surface area, and their temporal changes.

---

**Figure 5:** Overview of the different types of unmanned vehicles identified in the database.
The collection of photos, captured by piloted or programmed flight, is usually processed using structure-from-motion technique (SfM, a computerized development of stereoscopic analysis relying on raw computational power of current computers), performed in a specialized software (e.g. Pix4D, Agisoft Metashape, MicMac). As a result, DEM/DSM models are created in various forms (mesh, raster, point cloud, etc.).

Next, a rather wide group of results represents various maps. Often, the maps are derived from orthomosaics, most commonly observing movements of ice, either tracking the individual floating ice blocks (Leira et al. 2017, Albert et al. 2017, Linge, 2019) or extent of glaciers (Hodson et al. 2007, Solbø and Storvold 2013, Howe et al. 2019), mapping of crevasses (Hann et al. 2019), or snow (Stuchlík et al. 2016). Autonomous floating or underwater vehicles are used for bathymetry measurements (Ludvigsen 2018, Howe 2019) or biosphere observations (Hirche 2015, Deja 2019).

Finally, some papers concentrate on the technical side of the UAVs, testing various sensors, settings, or innovative UAVs (Crocker et al. 2012, Fischer 2019, Lampert et al. 2020) or the data processing, visualization, and analyses (Stodle et al. 2014).

A key finding throughout all results is that there seem not to be any standards for how the results and processing methods are documented. Typically, very little information is given on the exact method of data acquisition and processing – mostly just the name of the software. In addition, the results of the publications are typically not made available to the scientific community, which raises issues related to long-term data storage and open-access.

Other uses were recorded in 20% of the papers. Among these, the most frequent use was measuring physical parameters of the atmosphere, such as temperature, humidity, gas and aerosol concentration, etc. (Berman et al. 2012, Bates et al. 2013), either at certain points or in profiles.

![Figure 6: Overview of the different types of products identified in the database.](image1)

![Figure 7: Overview of the different disciplines identified in the database.](image2)
2.2.3. Disciplines

Each publication was assigned to one or more disciplines and this distribution is shown in Figure 7. This figure indicates that most of the work with unmanned vehicles has been conducted for geomorphological purposes. The advantage of getting a bird’s-eye perspective for describing geomorphological features is clear and explains why this discipline has adapted quadcopter UAVs into their work early on. Similarly, the advantages of using UAVs in the field of atmospheric research are obvious. This field mostly utilized fixed-wing UAVs with specialized sensors for in-situ measurement of atmospheric parameters. The fields of ecology and oceanography are the disciplines that make the most use of ASV, ROV, and AUV technologies.

In general, the datasets indicate that unmanned vehicles offer potential to be used in many different scientific fields. However, the degree of utilization is very different between disciplines. The cryospheric disciplines (snow, sea ice, glaciology) seem to underuse unmanned vehicles, which could indicate a larger potential for growth in these fields in the future.

2.2.4. Sensors

The use of different sensor types onboard unmanned vehicles for fieldwork in Svalbard is shown in Figure 8. Since most activities were conducted with off-the-shelf UAVs, it is not surprising that the most frequent sensor type are visual range (RGB) cameras. To a lesser degree, unmanned vehicles were used to obtain in-situ measurements, in particular in atmospheric research (aerosol and meteorological parameters). Very few vehicles used more sophisticated remote sensing instruments like radars, lidars, or hyperspectral cameras. These sensors have clear benefits to many scientific fields and the fact that they are used to a low degree may indicate that the high price and lack of off-the-shelf availability may be a limiting factor. The large number of other sensors indicates that there is also a large degree of customized and specific instrumentation developed and deployed on the unmanned vehicles.

2.2.5. Countries

The graph in Figure 9 shows the country affiliation of all authors’ institutions, where each country is only counted once per publication. Countries with less than three publications were summarized...
as “others”. The overview data show that a large number of countries are involved in unmanned vehicle research in Svalbard and that the majority of publications included a Norwegian contribution, followed by contributions from the United Kingdom (UK) and Poland.

2.2.6. Fieldwork time

Figure 10 shows the timeline of unmanned vehicle fieldwork activities obtained from published sources. The data indicate that the use of unmanned vehicles in Svalbard started as early as 1998 and that a more frequent use started from 2008. Most activities seem to have been carried out between 2014 and 2016. This coincides with the release of the first commercial off-the-shelf quadcopter drones (DJI Phantom in 2013). Furthermore, it should be noted that the low number of activities in the last few years may be related to the fact that this report only considers published data. The natural “lag” between conducting fieldwork and publishing the results is likely to explain the low frequency of activities.

The data also show that most of the fieldwork has been performed during the summer season, followed by the spring and fall seasons. Only one field campaign was conducted in winter. This distribution indicates that fieldwork is conducted mostly during the times when access to field sites is the easiest (summer: boat, spring: snowscooter) and daylight is available.

2.2.7. Fieldwork location

Figure 11 shows a map presenting the location of the fieldwork that is described in the published, peer-reviewed papers related to unmanned vehicles in the region of the Svalbard archipelago. We decided to exclude the Fram Strait, where several activities were conducted (eg. Crocker et al. 2012). UAV surveys were focused mostly around three sites: Kongsfjorden, Adventdalen, and Billefjorden. One study concerned eastern Bjørnoya. The geographic extent of the report covers 74°23’ N – 80°09’ N and 10°59’ E – 19°15’ E. This shows that there are several hotspots for unmanned vehicle activities in Svalbard. On the one hand, this indicates that these sites could be used in the future for long-term monitoring activities. On the other hand, this means that a large area of Svalbard is not benefiting from these novel technologies yet.
Figure 11: Location of study sites; A: Kongsfjorden region; B: Adventdalen region; ASV - Autonomous Surface Vehicle, AUV - Autonomous Underwater Vehicle, ROV - Remote Operated Vehicle, UAV - Unmanned Aerial Vehicle.
2.3. Main conclusions

The results from section 2.2 lead to the following three main conclusions. The first conclusion is that unmanned vehicles offer great benefits for research in the Arctic and are used with an increasing frequency throughout a wide range of scientific disciplines by international operators. Though many disciplines already benefit from using unmanned vehicles, a large untapped potential still remains. Opportunities remain within intensifying the use of existing applications/disciplines, expanding the use to new applications/disciplines, and implementing the use of new types of miniaturized sensors (e.g. radar, lidar, hyperspectral).

The second conclusion is that two user categories of unmanned vehicles in Svalbard can be identified: advanced users and basic users. On the one hand, advanced users are operating complex and sophisticated vehicle systems for specific scientific purposes. Generally, the users of unmanned marine vehicles (ROV, AUVs, ASVs) and fixed-wing UAVs can be considered advanced users. Unmanned marine vehicles are complex in operation and require sophisticated infrastructure and logistics. The technology is applied for very specific research purposes, which, in Svalbard, were mainly on ecological and physical topics. In a similar way, fixed-wing UAVs are typically also complex to operate and require extensive infrastructure and trained pilots. Most fixed-wing UAVs have been used for atmospheric research or for mapping. Fixed-wing mapping activities were conducted mostly before off-the-shelf quadcopter products became widely available (around 2013) or in cases where large areas needed to be covered. Most fixed-wing operations are conducted beyond visual line of sight with highly autonomous systems.

On the other hand, basic users mostly operate off-the-shelf UAVs for mapping purposes. These small, budget, ready-to-fly multirotors were the most commonly used UAV types in Svalbard. These systems are cheap, easy to transport, and straightforward to operate. With a low level of autonomy, these systems mostly operate within the visual line of sight. Low cost means that researchers can, at least to some extent, test the UAV in different scenarios, even if some of these will result in crashes. The small size of most popular multirotors (e.g. Phantom/Mavic series) allows packing them up in a backpack and hiking for even several tens of kilometers – allowing easy access to remote sites in Svalbard. The operation of these UAVs is very intuitive and requires comparatively little training.

The third and last main conclusion is that most unmanned vehicle operations were part of short-term studies and in limited areas of interest. Typically, the studies focus on small areas, usually limited to 1–2 km². These datasets provide valuable input for many models and simulations but also have the potential to be used for long-term monitoring studies. However, the main limitation of this opportunity is that data are often not shared to the scientific community and stored without long-term potential. Furthermore, most activities were concentrated on very localized areas, mostly around Ny-Ålesund and Longyearbyen.

3. Connections and synergies with other SESS report chapters

The use of unmanned vehicles in Svalbard for remote sensing is a relatively new trend and offers solutions to closing the gap between surface and satellite observations. Therefore, this SESS chapter should serve as a general motivation for all SESS contributions and SIOS partners to evaluate the potential and benefit of using unmanned vehicles. In particular, future reports should assess how unmanned vehicles are used in their respective field, what potential they offer for the future, and how this potential can be unlocked.
4. Unanswered questions

4.1. Data

The documented use of unmanned vehicles in Svalbard is likely to only represent a fraction of on-going endeavours, as further supported by other reviews on the topic (Ader and Axelsson 2017, Gaffey and Bhardwaj 2020). A significant portion of activity remains beyond the scientifically published domain, i.e. without being peer-reviewed by the wider community and/or as remains hidden through limited access and/or being locally stored. This also applies to reports or theses written in the native language and stored exclusively in academic depositories. Proper care should be given to including such data in future assessments, while further criteria should be implemented for the inclusion of unpublished data. The latter is important given that workflows and reporting procedures remain far from standardised even in published work, and the inclusion of partial datasets may lead to increased ambiguity.

Projects such as Svalbox (Senger 2019, Senger et al. 2020) have enabled access to hundreds of drone-derived DOMs and datasets across Svalbard, yet mostly remain beyond the scientifically published domain. Many UAV-based projects have been conducted but not published yet, e.g. several Polish campaigns near Hornsund, and some have been scientifically published only after the data integration deadline of this study. These projects remain, however, mostly limited in scope to single disciplines, resulting in a highly fragmented data pool when considering Svalbard in full. Data are often stored locally with accessibility granted only through the local data owner. While many allow open access to the data for scientific use, the question of how to encourage open access data policy as the standard in the field of Arctic UAV use remains. As with more traditional data and sample sets, data and metadata are often lost along with the termination of the project, and it is therefore important to think about how to guarantee long-term/permanent storage and availability of both data and metadata, knowing the size of single datasets. Publicly providing the data after finishing the project could already be made mandatory during the process of application for UAV operations in Svalbard. This is already the case for several funding agencies such as the German Research Foundation, who require uploading the final processed data alongside the final report. Likewise, the Norwegian Research Council and the National Science Centre in Poland have introduced stricter requirements for open-access sharing of data. Also, US agencies (e.g. NSF, DOE, NASA, NOAA) have well-defined data sharing policies for funded projects.

Prior to determining fitting storage solutions, a draft requirement should be drawn up, covering the kind of data and metadata that should be published. A majority of works reviewed in this contribution did not offer the necessary processing metadata to reproduce the published results, even by offering access to raw data upon request. For scientific reproducibility, products and metadata should be available, including all the processing steps taken and processing parameters applied. Besides the raw data (e.g., images) and processing parameters, the metadata should always include the version and name of the processing software used. What else should be included, however, remains an unanswered question and probably requires the support and input of the wider community.

For example, only a handful of the included works provide dedicated processing reports that meet the bare-minimum requirement, even if the generation of processing reports has been available for most major photogrammetry processing software packages (e.g. Agisoft Metashape, Pix4D) for a while. Identifying this gap, the plugins for these processing tools are in active development that standardise the workflow, for e.g. (Betlem et al. 2020). These plugins include the generation of processing reports into a uniform approach. Furthermore, various reviews have outlined dos and don’ts, but these either target UAV data acquisition and processing in general (thereby disregarding common issues observed in the Arctic) (Eisenbeiss and Sauerbier 2011, Hugenholtz et al. 2016, Nex and Remondino 2014) or remain mostly discipline-
dependent in favour of the outcome, e.g. DEM, digitised surface features (Bemis et al. 2014, Bhardwaj et al. 2016, Ewertowski et al. 2019).

4.2. UAV Regulations

The operation of UAVs is regulated by aviation authorities in order to ensure safety, security, and privacy. Until 2020, the national aviation authorities issued individual UAV regulations for their countries. In an effort to harmonize the regulations, the EU has introduced common regulations (‘EASA’ 2020). The new EU regulations were being planned to be implemented in July 2020; however, due to the COVID-19 crisis, the implementation was postponed until January 2021 (‘Luftfartstilsynet’ 2020). The Civil Aviation Authority of Norway has decided that Norway will follow the new EU regulations and extend them to Svalbard. After the implementation of the new regulation from 1st January 2021, there will be a gradual transition period where one can still operate after the old regulation and permits until 1st January 2022 (basic operations) and 1st January 2023 (advanced operations).

The introduction of EU-wide regulations is likely going to lower the threshold for more complex UAV operations in Svalbard for non-Norwegian institutions. However, flying drones for scientific purposes in Svalbard will be regarded as commercial operations under the new regulations – this could increase the barrier to conduct even basic operations in the future. In summary, it is unclear to what extent the new rules differ from the current Norwegian regulations and how this affects future scientific operations in Svalbard. This generates a large uncertainty for operators and may affect future projects should they not make the necessary adjustments to the new regulations in time.

5. Recommendations for the future

Based on the main conclusions in section 2.3, four recommendations are given below. In general, the recommendations aim to intensify the use of unmanned vehicles for scientific applications in Svalbard and to standardise methods.

The first two recommendations are aimed to promote UAV-based remote sensing in Svalbard. Two separate approaches are suggested for this purpose. The first includes making incentives to increase the number of users of basic drone applications. This may be achieved by lowering the barrier for researchers to get engaged in simple UAV projects, mainly using RGB imagery and off-the-shelf drones. The second is to establish successful use-cases from basic applications and support upscaling them to advanced activities. In practice, this could mean the use of more sophisticated sensors, larger UAV platforms, more complex missions, and larger coverage areas.

The other two recommendations focus on standardisation and open-access. Standardising methods is an equally important task as intensifying the use of drone-based data acquisition. This is because standards add confidence, transparency, repeatability, and scientific value to the data. Since UAVs are a relatively new technology with many new users, it is natural that a lack of methodical knowledge and standards exists within the scientific community. To overcome this gap, all stakeholders should be involved in the development of best-practice methods for conducting, processing, and sharing data from UAV-based activities.

**Recommendation 1: Education, experience transfer, knowledge base, and training**

Since unmanned vehicles are still a relatively new technology, education and training are key elements required to promote its use. We recommend an outreach program for SIOS partners to educate and train them in the use of unmanned vehicles but also support knowledge and experience exchange.

- Establish a forum or conference for users of unmanned vehicle technology in Svalbard to share their experience and knowledge.
• Provide education and training on the regulations related to unmanned vehicle operations in Svalbard (e.g., new EU drone law).

• Provide education and training on planning and conducting fieldwork in Svalbard with unmanned vehicles. This includes post-processing of data, data management, standardisation, and best practices.

Recommendation 2: Extend infrastructure and access to advanced systems

Today, there is already a wide range of disciplines, institutions, and researchers that use unmanned vehicles for research in Svalbard. This report shows that the majority of the work is conducted with off-the-shelf drones and RGB cameras. More sophisticated systems are more complicated to operate and substantially more expensive to obtain. We recommend extending the existing SIOS drone infrastructure to help promote the use of unmanned vehicles in Svalbard.

• Provide easy access to a wider range of platforms and piloting services. This can include, for example, access to real-time kinematic (RTK) drones, larger multirotor drones, fixed-wing drones and systems with advanced sensors such as thermal, multispectral, hyperspectral, lidar, and radar.

• Provide consultations on drone regulations and how to apply for specific drone operations that exceed the open category. Collaboration with the Governor of Svalbard (Sysselmannen), Longyearbyen Airport, and RiS to lower the barrier for complex drone operations also included.

• Consider setting up a fixed ground control point network with known coordinates for key sites near Longyearbyen.

• Provide access to electricity for charging batteries in the field.

Recommendation 3: Standardisation of UAV operations, data processing, and data dissemination procedures.

This report shows that there are challenges related to the way how the results from unmanned vehicle operations are reported in the literature. In general, there is a lack of transparency when it comes to the methods of data acquisition and data processing. This undermines the value and confidence of the research results. For this reason, we recommend the development and dissemination of a best practice standard that should include the following information:

• Develop standards for drone operations with manuals, templates, checklists, and risk assessments.

• Develop standards for detailed description of data acquisition methods and parameters (e.g., field site location, fieldwork dates, flight tracks, altitude).

• Develop standards for specification of the sensors, systems and software used for data acquisition (e.g., vehicle type, vehicle modifications, camera specification, post-processing software).

• Promote the publication of raw data and metadata (e.g., photos, raw measurements, coordinates of GCPs), software processing reports, projects files).

• Develop standards for data formats and metadata information.

Recommendation 4: Data storage and data accessibility

Most of the projects that were evaluated in this report were designed as short-term observations. The results from those studies, however, may be very valuable from a future-long term monitoring point of view (e.g., changes in vegetation, glacier recede, coastal erosion). Additionally, not all the collected data are published or are published after a significant time. In order to unlock the long-term
potential, it is essential for data to be stored and shared.

- Develop a system to log past, existing, and planned projects with unmanned vehicles in Svalbard. This should aim to increase collaboration and allow establishing long-term monitoring datasets.

- Generate awareness in the scientific community about data storage and access issues.

- Facilitate for long-term data storage and sharing of data by informing about existing databases that can be used for developing new facilities to SIOS and its partners.

- Support requirements (for publicly funded data acquisition campaigns) to provide open-access to data and to secure their long-term availability.
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## Appendix 1

Overview of all publications related to scientific unmanned vehicle operations in Svalbard.

<table>
<thead>
<tr>
<th>Title</th>
<th>Discipline</th>
<th>Fieldwork location(s)</th>
<th>Unmanned system</th>
<th>Publication type</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>A glacier respires: Quantifying the distribution and respiration CO2 flux of cryoconite across an entire Arctic supraglacial ecosystem</td>
<td>Glaciology, Ecology</td>
<td>Midtre Lovénbreen, Svalbard</td>
<td>UAV/helicopter</td>
<td>Article</td>
<td>A. Hodson et al. 2007</td>
</tr>
<tr>
<td>The MicroASAR experiment on CASIE-09</td>
<td>Sea ice</td>
<td>Ny-Ålesund</td>
<td>UAV/fixed-wing</td>
<td>Conference paper</td>
<td>Long et al. 2010</td>
</tr>
<tr>
<td>Spatial and temporal variations of summer surface temperatures of high-arctic tundra on Svalbard — Implications for MODIS LST based permafrost monitoring</td>
<td>Atmosphere</td>
<td>Bragg</td>
<td>UAV</td>
<td>Article</td>
<td>Westermann, Langer, and Boike 2011</td>
</tr>
<tr>
<td>The significance of depth and substratum incline for the structure of a hard bottom sublittoral community in glacial Kongsfjorden (Svalbard, Arctic)—an underwater imagery approach</td>
<td>Ecology</td>
<td>Kongsfjordneset</td>
<td>ROV</td>
<td>Article</td>
<td>Laudien and Orchard 2012</td>
</tr>
<tr>
<td>Profiling the Arctic Stable Boundary Layer in Advent Valley, Svalbard: Measurements and Simulations</td>
<td>Atmosphere</td>
<td>Adventdalen</td>
<td>UAV/fixed-wing</td>
<td>Article</td>
<td>Mayer et al. 2012</td>
</tr>
<tr>
<td>Mapping Svalbard Glaciers With The Cryowing UAS</td>
<td>Glaciology, Technology</td>
<td>Kongsvegen</td>
<td>UAV/fixed-wing</td>
<td>Conference paper</td>
<td>Solbø and Storvold 2013</td>
</tr>
<tr>
<td>Measurements of atmospheric aerosol vertical distributions above Svalbard, Norway, using unmanned aerial systems (UAS)</td>
<td>Atmosphere</td>
<td>Kongsfjorden</td>
<td>UAV/fixed-wing</td>
<td>Article</td>
<td>Bates et al. 2013</td>
</tr>
<tr>
<td>Use Of Unmanned Aircraft Systems (UAS) In A Multi-Scale Vegetation Index Study Of Arctic Plant Communities In Adventdalen On Svalbard</td>
<td>Ecology</td>
<td>Adventdalen</td>
<td>UAV/fixed-wing</td>
<td>Conference paper</td>
<td>Tømmervik et al. 2014</td>
</tr>
<tr>
<td>Polygonal pattern analysis on Mars based on Svalbard analogues</td>
<td>Geomorphology</td>
<td>Adventdalen (3 small sites)</td>
<td>UAV</td>
<td>article</td>
<td>Pina 2014</td>
</tr>
<tr>
<td>Unmanned Aerial Vehicle – Efficient mapping tool available for recent research in polar regions</td>
<td>Geomorphology, Technology</td>
<td>Nordenskiöldbreen</td>
<td>UAV/multirotor</td>
<td>Report</td>
<td>Stuchlík et al. 2015</td>
</tr>
<tr>
<td>Monitoring Cultural Heritage Environments In Svalbard: Smeerenburg, A Whaling Station On Amsterdam Island</td>
<td>Cultural Preservation</td>
<td>Smeerenburg</td>
<td>UAV/fixed-wing</td>
<td>Article</td>
<td>Thuestad et al. 2015</td>
</tr>
<tr>
<td>Title</td>
<td>Field</td>
<td>Location</td>
<td>Type</td>
<td>Authors</td>
<td></td>
</tr>
<tr>
<td>----------------------------------------------------------------------</td>
<td>------------------------</td>
<td>---------------------------</td>
<td>---------------</td>
<td>-------------------------------</td>
<td></td>
</tr>
<tr>
<td>Determining Snow Depth Distribution from Unmanned Aerial Vehicles and Digital Photogrammetry</td>
<td>Snow</td>
<td>Breinosa</td>
<td>UAV/multirotor</td>
<td>Thesis Cimoli 2015</td>
<td></td>
</tr>
<tr>
<td>Surface morphology of fans in the high-Arctic periglacial environment of Svalbard: Controls and processes</td>
<td>Geomorphology</td>
<td>Adventdalen</td>
<td>UAV</td>
<td>Article De Haas et al. 2015</td>
<td></td>
</tr>
<tr>
<td>Land Cover Classification Using High-Resolution Aerial Photography In Adventdalen, Svalbard</td>
<td>Geomorphology, Ecology</td>
<td>Adventdalen</td>
<td>UAV</td>
<td>Article Mora et al. 2015</td>
<td></td>
</tr>
<tr>
<td>Ice-cored moraine degradation mapped and quantified using an unmanned aerial vehicle: A case study from a polythermal glacier in Svalbard</td>
<td>Geomorphology</td>
<td>Austre Lovénbreen</td>
<td>UAV/multirotor</td>
<td>Article Tonkin et al. 2016</td>
<td></td>
</tr>
<tr>
<td>Measurement of snow cover depth using 100×100 meters sampling plot and Structure from Motion method in Adventdalen, Svalbard</td>
<td>Snow</td>
<td>Adventdalen</td>
<td>UAV/multirotor</td>
<td>Article Stuchlík et al. 2016</td>
<td></td>
</tr>
<tr>
<td>Quad-Polarimetric SAR For Detection And Characterization Of Icebergs</td>
<td>Technology</td>
<td>Kongsfjorden</td>
<td>UAV/ fixed-wing</td>
<td>Conference paper Akbari et al. 2016</td>
<td></td>
</tr>
<tr>
<td>Investigating snowpack volumes and icing dynamics in the moraine of an Arctic catchment using UAV photogrammetry</td>
<td>Geomorphology, Snow</td>
<td>Austre Lovénbreen</td>
<td>UAV/multirotor</td>
<td>Article Éric Bernard et al. 2017</td>
<td></td>
</tr>
<tr>
<td>Using a small COTS UAV to quantify moraine dynamics induced by climate shift in Arctic environments</td>
<td>Geomorphology</td>
<td>Austre Lovénbreen</td>
<td>UAV/multirotor</td>
<td>Article É Bernard et al. 2017</td>
<td></td>
</tr>
<tr>
<td>A UAV ice tracking framework for autonomous sea ice management</td>
<td>Technology</td>
<td>Ny-Ålesund</td>
<td>UAV/ fixed-wing</td>
<td>Conference paper Leira, Johansen, and Fossen 2017</td>
<td></td>
</tr>
<tr>
<td>UAV Path Planning using MILP with Experiments</td>
<td>Technology</td>
<td>Ny-Ålesund</td>
<td>UAV/ fixed-wing</td>
<td>Article Albert, Leira, and Imsland 2017</td>
<td></td>
</tr>
<tr>
<td>Application of Low-Cost UASs and Digital Photogrammetry for High-Resolution Snow Depth Mapping in the Arctic</td>
<td>Snow</td>
<td>Breinosa</td>
<td>UAV/multirotor</td>
<td>Article Cimoli et al. 2017</td>
<td></td>
</tr>
<tr>
<td>A practical set of miniaturized instruments for vertical profiling of aerosol physical properties</td>
<td>Atmosphere</td>
<td>Ny-Ålesund airport and Kongsfjorden</td>
<td>UAV/ fixed-wing</td>
<td>Article Telg et al. 2017</td>
<td></td>
</tr>
<tr>
<td>Rise and fall of a small ice-dammed lake – Role of deglaciation processes and morphology</td>
<td>Geomorphology</td>
<td>Nordenskiöldbreen / Adolfbukta</td>
<td>UAV/multirotor</td>
<td>Article Nehyba et al. 2017</td>
<td></td>
</tr>
<tr>
<td>Discipline</td>
<td>Fieldwork location(s)</td>
<td>Unmanned system</td>
<td>Publication type</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>-----------------------</td>
<td>----------------</td>
<td>-----------------</td>
<td>-----------</td>
<td></td>
</tr>
<tr>
<td>Oceanography</td>
<td>Norskebanken Woodfjorden, Kongsfjordbanken and Isfjordbanken</td>
<td>AUV</td>
<td>Article</td>
<td>Geoffroy et al. 2017</td>
<td></td>
</tr>
<tr>
<td>Geomorphology</td>
<td>Adventdalen</td>
<td>UAV</td>
<td>Article</td>
<td>Lousada et al. 2018</td>
<td></td>
</tr>
<tr>
<td>Geomorphology</td>
<td>Nordenskoldbrean</td>
<td>UAV/multirotor</td>
<td>Article</td>
<td>Aliart et al. 2018</td>
<td></td>
</tr>
<tr>
<td>Geomorphology</td>
<td>Mistre Lovenbreen, Nordfjorden, Sassenfjorden</td>
<td>UAV/multirotor</td>
<td>Article</td>
<td>Midgley et al. 2018</td>
<td></td>
</tr>
<tr>
<td>Geomorphology</td>
<td>Kongsfjorden</td>
<td>ASV</td>
<td>Article</td>
<td>Fraser et al. 2018</td>
<td></td>
</tr>
<tr>
<td>Ecology</td>
<td>Kongsfjorden</td>
<td>UAV</td>
<td>Article</td>
<td>Ludvigsen et al. 2018</td>
<td></td>
</tr>
<tr>
<td>Geomorphology</td>
<td>Dynamisk Creek alluvial fan</td>
<td>UAV/multirotor</td>
<td>Article</td>
<td>Tomczyk et al. 2019</td>
<td></td>
</tr>
<tr>
<td>Geomorphology</td>
<td>Kongfjorden</td>
<td>UAV</td>
<td>Article</td>
<td>Linge and others 2019</td>
<td></td>
</tr>
<tr>
<td>Geomorphology</td>
<td>Nordenskoldbrean</td>
<td>UAV/multirotor</td>
<td>Thesis</td>
<td>Linge and others 2019</td>
<td></td>
</tr>
<tr>
<td>Geomorphology</td>
<td>Forlandsøyene Prins Karl Forland</td>
<td>UAV/multirotor</td>
<td>Article</td>
<td>Palomo Gonzalez et al. 2019</td>
<td></td>
</tr>
<tr>
<td>Geomorphology</td>
<td>Austre Lovenbreen Pedersenbreen</td>
<td>UAV/multirotor</td>
<td>Article</td>
<td>Ewartowski et al. 2019</td>
<td></td>
</tr>
<tr>
<td>Geomorphology</td>
<td>Harbybreen</td>
<td>UAV/multirotor</td>
<td>Article</td>
<td>A. J. Howe et al. 2019</td>
<td></td>
</tr>
<tr>
<td>Geomorphology</td>
<td>Lagoon Pingo, Adventdalen</td>
<td>UAV</td>
<td>Article</td>
<td>Palomo Gonzalez et al. 2019</td>
<td></td>
</tr>
<tr>
<td>Glaciology</td>
<td>Austre Lovenbreen Pedersenbreen</td>
<td>UAV/multirotor</td>
<td>Article</td>
<td>Ewartowski et al. 2019</td>
<td></td>
</tr>
<tr>
<td>Atmosphere</td>
<td>Lagoon Pingo, Adventdalen</td>
<td>UAV</td>
<td>Article</td>
<td>Palomo Gonzalez et al. 2019</td>
<td></td>
</tr>
<tr>
<td>Glaciology</td>
<td>Flataard Julibreen, Conwaybreen, Kongsbreen, and Kongsfjorden</td>
<td>UAV/multirotor</td>
<td>Article</td>
<td>A. J. Howe et al. 2019</td>
<td></td>
</tr>
<tr>
<td>Oceanography</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study Title</td>
<td>Field/Method</td>
<td>Location</td>
<td>Type</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>---------------------------------------------------------------------------</td>
<td>----------------</td>
<td>---------------------------</td>
<td>--------</td>
<td>----------------------------</td>
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1. Introduction

Rapid changes in the Arctic environment including increasing temperatures, extending warm seasons, depleting sea ice, reducing surface albedo and changing long-range transport patterns of air pollutants (IPCC 2013) have become and will continue to be the focus of intense research efforts to better understand the processes that control Arctic climate (Arctic Monitoring and Assessment Programme [AMAP] 2011).

Since high-latitude climate variability has been shown to be an early indicator of global climate changes, unravelling the processes leading to Arctic amplification of radiative forcing becomes particularly relevant (Serreze and Barry 2011).

During winter–spring, the combination of intense isentropic transport from mid-latitudes to the Arctic and strong surface-based temperature inversions leads to significant increase of tropospheric aerosol concentration known as Arctic Haze (Quinn et al. 2007). The most relevant contributions to Arctic pollution in mid-winter is of SO$_2$, which is oxidized to sulphate by both particle (aqueous phase) processes in winter (Wang et al. 2020) and photochemical processes in spring (Ye et al. 2018) through a number of inorganic and organic drivers and intermediates. The synergetic effect of the increased residence time in wintertime and springtime sunlight makes the polar atmosphere act like a large chemical reactor, increasing the number of particles that can scatter solar radiation (Russell and Shaw 2015).

In contrast to the Arctic Haze period, pollutant concentrations during summer are much lower owing to their limited long-range transport into the Arctic from the lower latitudes, as the polar front retreats to the High Arctic (Stone et al. 2014).

Arctic Haze is mainly anthropogenic in origin due to emissions from mid-latitude areas (Europe, former Soviet Union and North America) that are transported to and trapped in the Arctic air mass during winter and early spring (between January and April). These long-range emissions add up to the inputs from remote Arctic locations, which are minor during the Haze period. Concerning the source areas, sources from Europe and North America become significant at an altitude > 2km, while at higher elevations (> 3km) emissions from deserts, biomass burning regions and Asia play a role (Sharma et. al. 2013; Shindell et al. 2008).

The Haze is mostly made of particles belonging to the accumulation mode, which are very efficient at scattering visible solar radiation; however, they also become weakly absorbing particles due to the presence of black carbon (BC; AMAP 2011; Zhao and Garrett 2015).

The net result of the strong scattering and weak absorption is a marked reduction in visibility up to a few km or less. This “weak” absorption exerts large climatic influences when the “dark” Haze expands over the highly reflective Arctic snow cover, since the highly reflective surface amplifies aerosol-radiative interactions due to multiple scattering between the surface and the Haze (Aoki 2013).

In particles mostly belonging to the accumulation mode (Tunved et al. 2013), the Arctic Haze mainly comprises a varying mixture of sulphate and organic particulate matter and, to a lesser extent, ammonium, nitrate, dust, BC and heavy metals (Li and Barrie 1993; Quinn et al. 2007).

Based on the measurements of sulphate and optical properties (light scattering and extinction) of the aerosol, the amount of the Haze reaching the Arctic was found to be either relatively constant or decreasing between the 1980s and early 1990s (Quinn et al. 2007). Moreover, based on data from many sites in the High Arctic, it appears that sulphate has continued to decrease during the first decade of the 21st century from North America and Greenland (Alert, Barrow, Station Nord) to Svalbard Islands (Zeppelin), Northern Norway (Karasjok, Svanvik), Finland (Oulanka) and western Russia (Janiskoski) such as Barrow and Alert (Quinn et al. 2007). This decreasing trend has been confirmed by recent works, such as Sharma et al.
Regarding Svalbard Islands, a drop of 21.5% during the period 1998–2008 was found at Zeppelin by Hirdman et al. (2010) by applying a trend analysis based on annual mean geometric concentrations. Similarly, Zeppelin shows the steepest decrease during the early 1990s.

By combining measurement data with calculations using a Lagrangian particle dispersion model (flexible particle dispersion model [FLEXPART]), Hirdman et al. (2010) identified high-latitude Eurasia (mainly Eastern Europe and the metal smelting complexes at Norilsk) as the dominant source region for sulphate at Zeppelin.

Such a trend can be particularly relevant in terms of climate owing to multiple reasons. Among these, recent studies based on present simulations with an Earth system model including comprehensive aerosol physics and chemistry (Acosta Navarro et al. 2016) suggest that sulphate aerosol reductions in Europe since the 1980s can explain a significant part of Arctic warming over that period.

Moreover, although Arctic warming increases mainly in cold seasons (fall and winter), it is actually triggered in spring/summer by the increase in incoming solar radiation together with a more efficient poleward oceanic and atmospheric heat transport. The summertime energy surplus can reduce sea ice-cover, possibly leading to a heat transfer from the Arctic Ocean to the atmosphere (Acosta Navarro et al. 2016). Thus, it would be important to establish if air quality regulations in the Northern Hemisphere, the ocean and atmospheric circulation, and Arctic climate are related and to what extent.

Thus, a thorough investigation on the chemical markers of the Haze in different areas of the High Arctic can help monitor the temporal evolution of this process in the medium and long run as well as its potential impact on the radiative balance and atmospheric reactivity, with a special attention to possible de-acidification of the atmosphere due to a decreasing content of sulphuric acid and a relatively constant content of ammonia.

2. Overview of existing data and analysis of new data

This report presents an analysis of both existing and new data of sulphate and ammonium concentration in PM10 aerosol from Gruvebadet Observatory (GVB; 78.918°N, 11.895°E) and Mt. Zeppelin Observatory (ZEP; 78.908°N, 11.881°E). Both sites are located in Ny-Ålesund (78°55’ N, 11°56’ E); they are close (about 1.5 km as the crow flies) but have different elevations (about 50 m and 474 m a.s.l., respectively) and distance from Ny-Ålesund research village (about 700 m for GVB). The ZEP is owned and managed by the Norwegian Polar Institute and is part of the Global Atmospheric Watch network.

The monitoring of aerosol (PM10) chemical composition at GVB began in 2010 and is still ongoing; aerosol samples were collected during the spring–summer period at different resolutions (1–2 days) by several sampling devices, including PM10 samplers and multi-stage impactors. Since winter 2018/2019, all-year-round samplings have started.

The dataset presented here refers to one-to-two-day PM10 aerosol samples collected on 47 mm diameter PTFE filters (Pall Corporation and Cobetter Filtration Group) using a low-volume sampler (TECORA Skypost). The sample filters were prepared under a laminar flow hood in Florence and shipped to Ny-Ålesund; after sampling, the filters were stored in a freezer at "Dirigibile Italia" Station and then shipped back to Florence together with field blanks. The filters were cut into two parts; one
The portion of the filter devoted for chemical analysis was diluted with 10 mL of ultrapure water (18 MΩ cm, Millipore MilliQ grade) and extracted in ultrasonic bath for 20 minutes. Sulphate and ammonium were measured by two Ion Chromatographic systems performing the analysis of inorganic anions and inorganic cations, respectively. The detailed procedure is described in Becagli et al. (2011).

For both the parameters, reproducibility on real samples was better than 5%, and filter blanks were found to be lower than the detection limit. As reported by Giardi et al. (2016), detection limits for sulphate and ammonium are 0.08 and 0.09 ng m⁻³, respectively, considering the most conservative conditions of sampled volume (i.e. 55 m³ for daily resolution).

Regarding measurements at Zeppelin site, sampling and analytical determination were accomplished by using the methods described in the EMEP Manual v1996, as reported in the EBAS NILU website.

Here, we report the record of sulphate and ammonium concentrations and sulphate/ammonium ratio measured at GVB during the 2010–2019 time period. These data series are compared with the corresponding longer time series from Mt. Zeppelin and all the publicly available data covering the 1993–2019 time period at daily resolution (www.ebas.nilu.no). These are reported to highlight trend similarities and differences.

Considering the entire investigated period, concentration levels are quite similar at the two sites. Regarding the 2010–2019 time period, mean values are quite close (0.338 mg m⁻³ at ZEP and 0.350 mg m⁻³ at GVB), and median values are practically coincident (0.210 mg m⁻³) at the two sites. Such a similarity can also be observed clearly in the box plots given in Figure 1, which shows that the 50% of the values range between 0.1 and 0.8 mg m⁻³ at both the sites in the 2010–2019 decade. By analyzing a longer trend at Zeppelin, i.e. covering the previous 17 years, higher background and mean values can be observed yielding an average of 0.434 mg m⁻³ and a median value of 0.270 mg m⁻³. Moreover, distribution plots show a higher occurrence of larger values, causing a clear widening of the box containing the 50% of the data.

As stated in the Introduction section, such a result is consistent with the reduction of sulphur emissions from the former Soviet Union and Europe during the 1990s (Quinn et al. 2007; Sirois and Barrie 1999). Sulphate has been shown to continue its declining trend into the 21st century, as well, but at a slower rate (Quinn et al. 2007). In Ny-Ålesund, non-sea salt sulphate was found to decrease at ZEP by 21.5% on average between 1990 and 2008, with the most remarkable decline occurring during the early 1990s (AMAP 2015). In particular, during the Haze season, concentrations decreased at a rate of about 2 % yearly (Udisti et al. 2020).
The dataset reported here allows extending the trend to the 2010–2020 decade and assessing the extent of the drop. Considering ZEP site, by providing the longer dataset, a continuous sulphate decrease can be observed throughout the 27-year-long period. By dividing the time interval in three periods and applying a linear regression, we can observe a different decreasing rate for the last decade: The drop rate is around 20% during the 1993–1999 and 2000–2009 timeframes, while a steeper decrease is assessed for the 2010–2019 period (around 30%).

Conversely, possibly due to the shorter time period, no significant evidence of a decrease in sulphate at GVB can be observed through a preliminary data analysis.

Similar decreases were also observed for equivalent black carbon (eBC) in various Arctic sites for 2000–2008 (Hirdman et al. 2010) and 1980–2013 (Sharma et al. 2019). Moreover, a strong correlation was also observed between Zeppelin and two other Arctic sites (Pallas and Alert) by Eckhardt et al. (2015) and captured by models belonging to different classes. This confirms earlier evidence of a common source region for sulphate and eBC and common mixing and removal processes for these aerosol components (Quinn et al. 2007).

Figure 1: Sulphate concentration trends at Zeppelin (top and mid plot) and Gruvebadet (bottom plot) for the entire investigated period. The plots on the left display raw data at full resolution, while plots on the right show the data distribution as annual box plots separately for different years. Dashed and dotted lines represent mean and median values, respectively, over the investigated period.
The seasonal pattern of sulphate that can only be barely spotted in Figure 1 can be clearly observed in Figure 2, which shows monthly averages for the entire periods covered by available data at the two sites. Temporal pattern of sulphate as well as ammonium is mainly controlled by the Arctic Haze, with concentrations maximizing during late winter–early spring due to build-up of Haze and then declining and minimizing during summer. The shape of sulphate’s winter maximum at GVB is different from the one at ZEP. At the latter site, one can observe the highest values in April, whereas at GVB a larger maximum is shown during the late winter–early spring period (i.e. February and March). Given that the sampling coverage is different for GVB and Zeppelin (i.e. November and January were sampled only during 2018/2019 field season), this has to be taken only as a preliminary hint; therefore, the difference between the two sites needs to be confirmed through further measurements.

By combining the evidence given by Figures 1 and 2, it is reasonable to assume that a change in sulphate emissions is connected to a change in the chemical composition (or at least sulphate content) in the Haze. Indeed, by analyzing the pattern of sulphate’s monthly averages of different years, it comes out that the months affected by the Haze are driving the sulphate drop along the years.

Indeed, few studies have estimated the contribution of various sulphate sources in Ny-Ålesund, and anthropogenic sources were confirmed to be dominant during winter/spring in terms of crustal, sea-salt and biogenic sources (Udisti et al. 2016; Yang et al. 2018). For instance, according to a source apportionment performed by Udisti et al. (2016) on the basis of aerosol chemical composition at GVB in 2014, biogenic sulphate fraction reached up to 70% in summer, becoming dominant as the anthropogenic component decreases in this season.
Figure 3 shows the temporal profile of sulphate concentration in March and September for the entire range of available datasets at the two sites; the two months were chosen as representative of “Haze” and “no-Haze” periods. In March, sulphate average shows a progressive decrease with time, while September average remains either constant or increases both at ZEP and GVB. These trends show statistically significant linear correlation coefficients (> 95%); the slope of the corresponding regression line is shown for ZEP in Figure 4. From the figure, it appears that there is a seasonal pattern in sign and extent of sulphate trends along the year; substantial decreasing trends can be observed for late winter–early spring (January–April), slightly declining trend is seen during late spring–summer (May–August) and then again in December, and slightly positive trends are observed in Autumn (September – November). This pattern is in line with the dominance of the Haze in the first part of the year and its changing through last decades, but the constant or slightly increasing levels during summer and autumn at both ZEP and GVB sites does not have a straightforward interpretation. Given that marine biogenic source dominates sulphate emissions during late spring–summer, the data shown in Figure 4 may hint towards a progressive increase of intensity or transport processes related to this source along the last decades at Ny-Ålesund even though it is unclear why this could affect autumn months.

The decrease of sulphate concentration in aerosol mainly reflects a decrease in sulphuric acid, it being the main component of the Arctic Haze and particularly of the aerosol accumulation mode (Udisti et al. 2016, 2020) dominating the Haze size distribution. Such a change may have a relevant influence on the chemistry of the Arctic atmosphere in terms of neutralization capacity. According to Sharma et al. (2019), there has been a shift from a generally acidic particulate (sulphuric acid) to a more neutral one (mainly due to ammonium sulphate) due to the larger decline in SO$_2$ emissions with respect to ammonia emissions in the source regions. The analysis of ammonium concentration and SO$_4^{2-}$/NH$_4^+$ ratio in the aerosol can provide useful information about this likely evolution of the chemistry of the atmosphere along the last decades.

Figure 3: Temporal trend of monthly averages of sulphate concentrations for two selected months (March and September) from the entire sampling period at Zeppelin and Gruvebadet sites.

Figure 4: Decreasing/increasing rate of sulphate in the long run (1993–2019) at Zeppelin for each month of the year. Dotted and continuous lines separate the season, showing different trends.
Figure 5 shows $SO_4^{2-}/NH_4^+$ ratio (w/w) at monthly (plots on the left) and yearly (plots on the right) resolution at ZEP and GVB over the entire period covered by available data. Previous works already showed that sulphate is present in the aerosol found in Ny-Ålesund mainly as ammonium salt, often both as $(NH_4)_2SO_4$ and $(NH_4)HSO_4$ during spring–summer (Giardi et al. 2016; Udisti et al. 2016, 2020). Both monthly and yearly averages exhibit a general excess of sulphuric acid with respect to $(NH_4)_2SO_4$ and $(NH_4)HSO_4$ ratios, with usually higher values at ZEP than GVB indicating an overall dominance of sulphuric acid over neutralized salts. By looking into details at a seasonal scale (see Figure 6), it appears that sulphate/ammonium ratios are particularly high, ranging between 11.6 and 12.2 at ZEP and between 6.7 and 9.7 at GVB as monthly mean during the Haze period (January–April; see Figure 5). These values are much higher than 5.33 – the ratio marking the formation of $NH_4HSO_4$ salt during the Haze period; however, in summer, the values are found to be around 5.33. These results indicate the presence of an excess of sulphate with respect to the stoichiometric amount needed to neutralize ammonia, confirming that during the Arctic haze months, a significant fraction of sulphuric acid is present together with the most acidic form of sulphate salts (i.e. $NH_4HSO_4$). The minima of the ratios get slightly shifted during August and September at ZEP and during July and August at GVB, but the general seasonal trend remains quite similar.

Figure 5: Sulphate/ammonium ratio at monthly resolution and distribution box plot at Zeppelin and Gruvebadet Observatories (top plots and bottom plot, respectively) over the entire time period covered by the available data. Dotted lines mark the value of the sulphate/ammonium ratio (w/w) in $NH_4HSO_4$ (5.33) and $(NH_4)_2SO_4$ (2.66)
It is interesting to notice that previous works at GVB (Giardi et al. 2016; Udisti et al. 2016) that focused on single years (2013 and 2014, respectively) found different results from that of the summer sulphate/ammonium ratio, with smaller values, around 2.66, corresponding to the complete neutralization of $\text{H}_2\text{SO}_4$ with ammonia to yield $(\text{NH}_4)_2\text{SO}_4$. Nevertheless, comparing the ratios at the two sites for the time period of 2010–2019, both monthly averages and distribution plots at yearly resolution show generally higher values for ZEP. Since sulphate levels are basically similar at the two sites and measured ammonium concentrations are lower at ZEP, the latter drives the ratio. It is likely that differences in the analytical determination and detection limits of the methods used for ZEP and GVB can explain different values of the ratios at the two sites.

Regarding the long-term trend of the ratio, it appears to be highly variable. Moreover, in this case also, it is possible that a relatively large uncertainty on low ammonium concentrations prevents from observing trends over the years. Sticking to the available data, it appears that there is no clear trend towards a more neutralized atmosphere, but to ascribe it to increasing ammonia emission and compensating decreasing sulphate, further measurements and harmonized protocols are needed.

Figure 6: Monthly averages of sulphate/ammonium ratios at Zeppelin and Gruvebadet Observatories (top and bottom plot, respectively) over the entire time period covered by the available data.
3. Connections and synergies with other SESS report chapters

This report is in synergy with the SESS Report 2019 chapter "Atmospheric black carbon in Svalbard (ABC Svalbard)" (Gilardoni et al. 2020), which presents an overview of existing data on BC from the same sites as investigated here (ZEP and GVB). BC being another relevant marker of the Arctic Haze, the merger of the datasets presented here and of "ABC Svalbard" would yield a more comprehensive view of the changes in the Haze in Ny-Ålesund.

The datasets and results presented here also fit some of the recommendations in the SESS Report 2019 chapter "Multidisciplinary research on biogenically driven new particle formation in Svalbard (SVALBAEROSOL)" (Sipilä et al. 2020). In the chapter, the authors strongly suggest the continuation of current dimethylsulfide (DMS) and aerosol measurements at Gruvebadet and Zeppelin stations, possibly simultaneously, to better understand the present and predict the future CCN concentration and optical properties. For this purpose, a more detailed knowledge of the secondary aerosol formation pathways must be achieved. Both sulphuric acid and ammonia have been proven to work as triggers of new particle formation processes in different continental environments (Kirkby et al. 2011; Kulmala et al. 2013); however, the exact mix of reagents which is responsible for such processes in the Arctic is not known yet (Sipilä et al. 2020).

Possible connections can be found with SESS Report 2020 chapter "How representative is Svalbard for future Arctic climate evolution? An Earth system modelling perspective (SvalCLIM)" (Gjermundsen et al. 2021) by using the long-term data reported here to feed predictive models, which pays special attention to the changing features of the Arctic Haze and its impact on overall Arctic climate.

4. Unanswered Questions

Although not completely satisfactory, our current knowledge of the chemical and physical features of the Arctic Haze can be considered as promising.

Long-term and permanent observatories measure aerosol species, including particularly sulphate and other chemical proxies of the Haze (e.g. ammonium, nitrate, BC, organic carbon), as well as size distribution and optical properties of the aerosol that can be related to such process.

A large dataset on the surface concentrations of this kind of aerosol and their seasonal/annual variability is now available, and long-term trends have shown that sulphate has decreased and aerosol has become less acidic.

Nevertheless, the available datasets cover different temporal ranges (from the last few years to the last four decades) at the different sites and with different temporal resolutions so that the merging of all the datasets to draw significant conclusions on the trends in the Arctic is not straightforward and needs to be accomplished accurately not to be misleading.

In addition, the same datasets have been obtained by applying different protocols of sampling (low- and high-volume samples, sampling medium), sample storage and treatment and, especially, chemical analysis (different analytical performances, blank levels, numbers and kinds of measured analytes), possibly compromising the reliability of a comparison.

A relevant open point of consideration that is connected to aerosol chemical composition and related sources is the vertical structure of boundary layer (BL) in Ny-Ålesund. A number of studies present consistent meteorological datasets on the long-term (e.g. 1993–2011, Maturilli et al. 2013) performed comparisons of eddy covariance measurements.
with model results (Jocher et al. 2015) and derived vertical variations of momentum, heat fluxes and kinetic energy (Mazzola et al. 2016). However, although these datasets provide a good picture of the atmospheric variables in the area, they are still not sufficient to describe the vertical structure of the BL. A more detailed knowledge of this aspect would help in better interpreting the observed features in chemical composition at GVB and ZEP.

In terms of environmental interpretation of the observed changes in the Arctic Haze, a challenging open point concerns the cause of the observed trends: Are they entirely due to changed emissions or does a changing atmospheric reactivity have a role to play?

5. **Recommendations for the future**

To discriminate between the contribution of sources (changing in terms of chemical composition and/or intensity and possibly different transport routes due to changes in atmospheric circulation patterns) and different chemistry of the atmosphere, continuous long-term measurements are required from strategic sites, such as GVB and ZEP; moreover, existing observations need to be continued and enlarged to further parameters.

In fact, since the two sites are located at different altitudes but at close distance, the differences in concentration levels and seasonal/interannual trends observed at the two sites can help to better understand the impact of local sources and long-range sources of sulphate and the other Haze proxies.

The measurement of other climatically relevant parameters (such as Cloud Condensation Nuclei [CCN and Ice-Nucleating Particle [INP]] and examination of specific studies (dealing with parameters such as single particle composition, mixing state of BC aerosol) has been performed during spot campaigns at both the observatories, but it is strongly suggested to continue it for the long term, in parallel with other ongoing observations.

In particular, regarding single particle size and composition analysis and INP properties of such particles, there is increasing evidence that such information is pivotal to understand the cloud-aerosol feedback in the Arctic, while the mixing state of BC with organic and inorganic aerosol species (including brown carbon) could provide relevant information to understand BC radiative forcing.

For this purpose, an accurate source apportionment by refined statistical tools (particularly Positive Matrix Factorization [PMF]) is mandatory. Hence, a broad spectrum of chemical and physical parameters measured at high and regular resolution is needed. Although data series for some of the mentioned parameters are available, there exists a lack of observation for some species, especially primary and secondary organic aerosols, needed for apportionment of particles to natural and anthropogenic sources.

Therefore, the measurement of methanesulphonic acid (MSA) would provide a valuable support in assessing the biogenic contribution to sulphate budget; this is because MSA is an univocal marker of marine biological activity (also related to sea-ice dynamics; Becagli et al. 2016, 2019) and sulphate/MSA ratio has already been used to reconstruct biogenic source in Ny-Ålesund (Udisti et al. 2016). Hence, there is a clear need to complement ongoing surface-based experimental observations.

GVB can be considered as a representative of ground-level concentrations of the investigated markers, and it is well within the BL. Conversely, Zeppelin observatory has a more dynamic relationship with BL (being often above the BL during winter season and sometimes within it during summer months); however, this phenomenon remains unanswered, and further meteorological and physical observations are needed. Hence, a thorough comparison between the datasets obtained at the two sites is needed to better constrain the impact of the Haze both at surface level and above the BL; this would help to have a
sort of both "local" and "long-range" signature in Svalbard Islands.

To improve the reliability and effectiveness of such a comparison, it is recommended to harmonize the protocols for aerosol sampling and measurements between the two sites. For instance, it would be helpful to set common cut off and/or to use multiple size classes, temporal resolutions, sampling material, extraction and analysis procedures. Later, data analysis tools could also be shared and used on the combined datasets. Moreover, periodic intercalibration exercises (e.g. round robin tests) on same samples are recommended to detect possible significant discrepancies and figure out the best strategy to match the data series.

Future collaboration among the institutes and stations working on the topics discussed in this report should be solicited, with special attention to the research groups already working in Ny-Ålesund (Alfred Wegener Institut [AWI], Institut Polaire Français Paul-Émile Victor [IPEV], University of Helsinki and Finnish Meteorological Institute [FMI], Stockholm University, Korea Polar Research Institute [KOPRI]). These Institutes have already established collaboration over the past years. Other Institutes concerned with the research topics discussed here should also be encouraged to join efforts with existing collaborations.

6. Data availability

The data that will be collected and discussed in this report include

1. Long-term measurements of sulphate and ammonium concentration in atmospheric aerosol collected at GVB during the 2010–2020 period.

2. Long-term measurements of sulphate and ammonium concentration in atmospheric aerosol collected at ZEP during the 1993–2019 period.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Parameters</th>
<th>Period</th>
<th>Location/Area</th>
<th>Metadata/Data access (URL/DOI)</th>
<th>Data provider</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM10 chemistry at GVB</td>
<td>Sulphate and ammonium concentration in PM10 aerosol</td>
<td>2010–2019</td>
<td>Gruvebadet Observatory (GVB) - Ny-Ålesund</td>
<td><a href="http://ebas.nilu.no/">http://ebas.nilu.no/</a> SIOS data access portal: <a href="https://bit.ly/2HFBIDE">https://bit.ly/2HFBIDE</a> (click ‘Search’)</td>
<td>Rita Traversi <a href="mailto:rita.traversi@unifi.it">rita.traversi@unifi.it</a></td>
</tr>
</tbody>
</table>
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SESS Report 2020 – The State of Environmental Science in Svalbard
1. Introduction

Plastic and our society have become inseparable. Almost all aspects of daily life involve plastics. Plastics are found, for example, in electronics, home appliances, vehicles, food/goods packaging material, cosmetics, and a range of textiles. Plastic industries have assessed that in 2018 about ≈ 359 million tons of plastics were manufactured, globally out of which 62 million tons were produced in Europe (Plastics Europe 2019). Resultantly, plastic pollution has become a critical point of concern, on account of the rapid production and disposal rate of plastic combined with poor waste handling and the slow degradation rate of the material. Merely a few decades into the rapid rise of plastic mass production, we have generated a huge volume of plastic debris in the environment, potentially leaving classifiable fossil records for future generations (Zalasiewicz et al. 2015). Furthermore, plastics are mostly produced from carbon-based raw materials, mainly natural gas and crude oil (Plastics Europe 2019). Different reactions of polymerization contribute to regulating the properties of plastics such as its hardness or softness, opacity or transparency, flexibility or stiffness. Chemical additives such as plasticisers, flame-retardants, and dyes are added to plastics to modulate their flexibility, durability, or other characteristics. First used in environmental sciences two decades ago (Thompson et al. 2004), the term "microplastics" (MPs) encompasses plastic fragments 1 µm to 5 mm in size. Sources of MPs overlap with those of meso- (2.5 cm – 0.5 cm) and macro-plastic (1 m – 2.5 cm) in many instances. Based on their origin, MPs can be distinguished into the following two types: primary and secondary. Primary MPs are small-sized and commonly used as exfoliants/scrubbers in cosmetics and industrial abrasives (Cole et al. 2011; Leslie 2014), plastic beads that serve as drug vectors in medicines (Patel et al. 2009), or precursors in the production of other plastic products. Conversely, secondary MPs originate from the fragmentation of meso or macro or even larger plastics under the influence of light, mechanical abrasion, and/or temperature fluctuations. Further fragmentation from MPs to smaller sized (below 1 µm) particles are known as nano plastics (MSFD Technical Group on Marine Litter 2013). The focus of this review is only on the microplastic (MPs) category.

Not only is plastic production and littering on the rise globally but the high buoyancy of many plastics leads to long-distance transport in the ocean. Plastic is widely distributed in almost all zones from the polar region to tropics and habitats from the sea surface and pelagic zone to the benthos and deep sea. In the Arctic, remote from large populations, plastic debris dominates observations of marine litter (Grøsvik et al. 2018) and has been suggested to have negative effects on the Arctic biota and threatening the ecosystem (Halsband and Herzke 2019; Tanaka et al. 2020). The most common fatal interaction of Arctic organisms with plastic litter is entanglement and ingestion (Derraik 2002). Reported observations of entanglement and ingestion of mega/macrolastics by terrestrial and marine organisms are numerous. Entanglement in abandoned fishing gear and other marine litter on the beaches of Svalbard, Norway, by reindeer and seabirds is common (Figure 1) (Hallanger and Gabrielsen 2018; Nashoug 2017; Øritsland 1986). Moreover, ingestion of plastics has been found in organisms at lower and higher levels of the Arctic food web including benthic organisms like starfish, shrimp, and crabs (Fang et al. 2018), fish (Kühn et al. 2018; Morgana et al. 2018), whales (Finley 2001), and seabirds (Poon et al. 2017; Provencher et al. 2017; van Franeker et al. 2011; Trevail et al. 2015). Seabirds, in particular, are vulnerable to marine plastics, mainly on account of their high trophic position and their extensive foraging range. For these reasons, and because their colonies are relatively easily accessed by researchers once a year, seabirds are considered ideal monitoring sentinels for marine plastic pollution in the environment (Herzke et al. 2016; Avery-Gomm et al. 2012; van Franeker et al. 2011).
1.1. Adverse effects of MPs

While the adverse effects of larger plastic litter are obvious as the observations mentioned above demonstrate, our knowledge of the adverse effects of MPs is very limited. Biological effects of micro- and nano-plastics have only been observed in laboratory studies. From the available data, the adverse effects of MPs can be divided into mechanical effects, chemical toxicity, and pathogenic microbial toxicity.

Mechanical effects: Unlike macroplastics, the mechanical effects of MPs are hard to assess. Hard and sharp-edged MPs can potentially injure or scratch the soft tissues of the lungs, liver, and gastrointestinal tract (GI) (Hwang 2019; Fry 1987), which may lead to infection and sometimes even death (Duis and Coors 2016). MPs are widely reported to be excreted after ingestion (De Sales-Ribeiro et al. 2020) but they have also been reported to cause obstruction or create a false satiated feeling by residing in the GI tract, leading to death due to starvation in organisms. MPs have been reported to affect the GI microbiome in organisms (Cox et al. 2019; Wright et al. 2017; Fackelmann et al. 2019) and rare observations report that MPs with a diameter of ≤250 µm may translocate into tissues in fish (Gomiero et al. 2020) and also in mammals exposure studies (Volkheimer 1975).

Chemical toxicity: The chemical toxicity of MPs can be mediated by plastic additives or contaminants adsorbed to the plastic particles as they travel through the environment. Additives are chemicals added at the time of production, which can be fillers, plasticizers, flame retardants, colorants, stabilizers, lubricants, foaming agents, and antistatic agents (Groh et al. 2019). Chemicals that sorb onto the plastics particles include persistent organic pollutants (POPs), heavy metals, and pharmaceuticals (Magara et al. 2019; Zhang et al. 2019; Sikdokur et al. 2020; Tang et al. 2020). These chemicals can potentially alter physiological functions after being ingested with the plastic particles (Cole et al. 2011; Watts et al. 2014; Wang et al. 2018). On the other hand,
some studies show no correlation between the body burden of organic pollutants and the gut content of MPs in seabirds (Herzke et al. 2016). Whether chemicals associated with or sorbed to plastics play a greater role than other sources of toxic chemicals is yet to be investigated. MPs may not be a net to the most important vector for environmental pollutants other than for those primarily associated with plastics as additives.

Pathogenic microbial toxicity: Plastics, including MPs, are a suitable substrate and vector for pathogenic microbes in the environment (Oberbeckmann et al. 2015; Koelmans et al. 2016; Hartmann et al. 2017). By colonizing and growing on the surface of MPs, microbes form dense biofilms, the so-called “plastsphere” (Kirstein et al. 2019; Zettler et al. 2013). Organisms can get infected by ingesting MPs colonized by pathogenic microbes (Bhattacharya and Khare 2020). Pathogenic antibiotic-resistant bacteria have been found on MPs collected in the intertidal zone in western Norway (Radisic et al. 2020).

2. Overview of existing knowledge

Different studies of MPs in Svalbard have used different methods and units of measurement (Appendix 1), making it difficult to discern trends and draw comparisons. Furthermore, many studies do not satisfactorily assess measurement uncertainties. Harmonised analytical protocols and data reporting, as well as method inter-calibration with proficiency tests, are essential to enable us to compare datasets and observe trends. Advice on plastic monitoring in the Arctic regarding sampling and measurement methods is currently being developed through the Arctic Monitoring and Assessment Programme (AMAP). To our knowledge, two ring test regimes are ongoing on a European basis, organised by Quasimeme and the European Commission Joint Research Centre (JRC)/German Federal Institute for Materials Research and Testing (BAM), respectively.

Reports of MP in sea ice, snow, seawater, beach sand, deep-sea and shallow sediments, invertebrates, fish, and seabirds allow to coinciding that MPs have become ubiquitous in the Svalbard ecosystem (Appendix 1). Knowledge of the ecological and social impacts of this is vital for making informed decisions and policies regarding MPs pollution. Therefore, by exploring the following points, we aim to synthesise the existing knowledge of MPs pollution in and around Svalbard and to identify new insights from current research and gaps and challenges to be addressed by future research.

2.1. Known and potential sources of MPs in Svalbard

MPs have numerous points of entry into the environment, complicating it to pinpoint their particular source. However, based on current knowledge, the sources of MPs in Svalbard can be divided into local and long-range distances (Figure 2). Local sources include industrial activities (e.g. fishing and shipping), tourism, domestic activities such as the washing of synthetic textile clothing, personal care products such as cosmetics containing MPs (e.g. toothpaste, exfoliators, etc.), dumpsites and landfills, sewage, vehicle tyres, and snowmobile belt. Long-distance sources are mostly in similar categories as local sources but on a larger scale. From long-distance sources, MPs travel to Svalbard via atmospheric and ocean currents (Obbard et al. 2018). Before the discovery of atmospheric transportation of MPs, ocean currents were considered as the main pathway for MPs to remote locations such as the polar regions (Cózar et al. 2017). Lately, the detection of MPs in snow, ice and air samples (Bergmann et al. 2019) has highlighted the role of air currents as an important pathway for MPs as well as challenged our current understanding of their global transport. A recent modelling study found the high transport efficiencies of MPs particles produced by road traffic (tyre wear particles [TWP] and brake wear particles [BWP]) to remote regions via the air (Evangelou et al. 2020).
2.2. **Pathways and movement of MPs between environmental compartments**

**Glaciers:** Glaciers are likely deposition areas for debris and pollutants transported by air, as glacier ice forms through the transformation of accumulated snowfalls, which are particularly efficient at scavenging dust, soot, contaminants, and MPs from the atmosphere (Bergmann et al. 2019). Cryoconite – the dust on a glacier – absorbs solar radiation and forms vertical cylindrical holes. These holes are likely to retain and accumulate atmospherically transported contaminants such as heavy metals (Nagatsuka et al. 2010; Łokas et al. 2016; Baccolo et al. 2017; Singh et al. 2017; Huang et al. 2019), organic compounds (Ferrario et al. 2017; Weiland-Bräuer et al. 2017) and MPs (Ambrosini et al. 2019) from local and distant sources. Seasonal and climate change-induced temperature rise may result in the release of cryoconite/glacial debris-bound MPs to watersheds and the ocean.

**Wetlands:** Wetlands consist of shallow and perennial lakes and ponds. These environments play an important role in ecosystem structure by sustaining most of the Arctic microbial biodiversity and providing natural refuges and feeding places for wildlife (Walseng et al. 2018). Wetlands are potentially susceptible to the deposition of atmospherically transported MPs from local and distant sources and seabirds (Luoto et al. 2019) to some extent.

**Marine environment:** The Svalbard ecosystem is mainly influenced by the West Spitsbergen Current, which carries water from the Atlantic northwards and along the western coast of Svalbard (Svendsen et al. 2002), and brings MPs from North Atlantic fisheries to Svalbard (Bergmann et al. 2017). The eastern coasts of Svalbard receive Arctic water from the northeast (Misund et al. 2016), which could be expected to be more influenced by MPs from sea maritime industries and activities (shipping, fishing, cruise ships, and scientific expeditions) from lower latitudes. In addition, MPs may also originate...
from local sources such as sewage/wastewater discharge, fishing and tourist activities, and dumpsites and landfills among other local sources. After reaching Svalbard, MPs with a higher density than seawater would sink and accumulate in the sediments (Woodall et al. 2014; Alomar et al. 2016), whereas MPs with a lower density would float on surface water (Suaria and Aliani 2014). The density of floating MPs can be altered through ‘biofouling’, a process in which biofilm that forms on the surface of floating MPs increases the density of MPs, thereby increasing sinking (Caruso 2020). Floating MPs may be distributed by wind and waves to the fjords and/or washed onto the shores. MPs input into fjords can also be expected from glaciers as a result of iceberg calving, surface melting, runoff, or melting under floating ice shelves. Corroborating this hypothesis, the highest concentrations of MPs measured in Arctic sediments were found close to glaciers (Huntington et al. 2020) and sea-ice fronts (Bergmann et al. 2017; von Friesen et al. 2020).

Sea ice plays a triple role for MPs: a temporary sink, a secondary source, and a transport medium (Obbard et al. 2014; Peeken et al. 2018; Kanhai et al. 2020). Forming sea-ice traps MPs from the surrounding water and sediments. Additionally, atmospheric MPs deposits on sea-ice floes. When sea ice drifts, it transports MPs and release trapped MPs by melting caused by seasonal or climate-induced warming. Regardless of transport, sea ice will release previously trapped MPs into the ocean again, due to seasonal and/or climate change-induced melting.

Generally, the ocean acts as a sink and conveyance for MPs from one to the other location; recently, however, an additional role of the ocean as an indirect source of MPs has been highlighted (Allen et al. 2020). According to Allen et al. MPs may enter the atmosphere from the ocean in a similar way as sea salt aerosol and organic matter do under the influence of wave action, adding a new aspect to the environmental plastic cycle.

Terrestrial environments: MPs in the terrestrial environment may enter via atmospheric currents from long-distance/local sources and be deposited on land, vegetation, water bodies, etc. Earlier it was believed that mainly marine organisms are at risk of MPs contamination. However, with the discovery of the pervasiveness of MPs via atmospheric currents, it has become clear that MPs may also enter the terrestrial food chain (Bergmann et al. 2019). This has raised questions about not only the security of terrestrial wildlife but also for people living in Svalbard because terrestrial wildlife (e.g. reindeer) is a culturally and nutritionally important traditional food.

Seabirds can also be a source of MPs to the terrestrial environment since MPs can be contained in their regurgitates and faeces. Plastic ingested by seabirds is thought to be retained in the gizzard and mechanically broken down over time until the small pieces are able to pass through the intestines and be excreted (Reynolds and Ryan, 2018).

2.3. Status of MPs in different environmental compartments

Atmosphere: Atmospheric long-distance transport of MPs to the Arctic was not reported until last year when snow samples from Fram Strait and Svalbard were shown to contain MPs (Bergmann et al. 2019). Although the significance of atmospheric transport has been highlighted in a few studies from Svalbard and other remote locations, no data are available on the route and transportation pattern of MPs, except the recently published atmospheric model-based study (Evangelou et al. 2020), which suggests that the Arctic may be a receptor region for atmospherically transported MPs.

Ice and snow: There are only very few published reports of MPs in snow and sea ice from Svalbard MPs (Appendix 1). MPs in ice cores from the Fram Strait and north of Svalbard have been observed as a result of local sources (Peeken et al. 2018) and via air currents, transported over long distances to the Arctic (Bergmann et al. 2019). So far, no publication quantifies the deposition of MPs on glaciers in Svalbard. However, there is evidence of MPs in glacial debris from the Forni Glacier (Italian Alps) (Ambrosini et al. 2019), which could be considered instrumental to conduct similar research by the unexplored glaciers of Svalbard. In light of this, we can hypothesise that similar processes may occur for MPs transportation and deposition on glacial
debris/cryoconite in Svalbard. MPs records in glacial ice cores could provide indications for temporal variations, in a similar way to lake sediments that act as a lacustrine archive of MPs (Turner et al. 2019).

Open ocean: MPs in Arctic seawater are relatively well studied in comparison to the other compartments (Appendix 1). MPs have been reported in surface waters and sub-surface waters near Svalbard, potentially as a result of the breakdown of larger items (transported over a long distance or originating from local vessels) or derived from sewage and wastewater from coastal areas (Lusher et al. 2015). MPs were detected through the entire water column of the Arctic Ocean (Tekmann et al. 2020), suggesting that the Arctic is an accumulation area for MPs coming from (i) the North Atlantic via the thermohaline circulation, (ii) north of the Fram Strait entrained in sea ice and released during melting, (iii) the Barents Sea, (iv) ships in the vicinity, (v) different directions through the atmosphere and precipitations, and/or (vi) rivers discharge.

Coastal and fjord waters: MPs have been detected in seawater, sea-ice samples from different fjords in Svalbard as a result of summer sea-ice melting (von Friesen et al. 2020), and wastewater outlets near settlements (Sundet et al. 2016; von Friesen et al. 2020); they have also been seen to come from local activities as well as distant ones (Purver 2019) via Atlantic ocean currents (Scott 2019).

Freshwater bodies: Despite their importance for the Svalbard ecosystem, freshwater bodies are not well studied for MPs contamination. To date, two studies of MPs in freshwater from Svalbard are available. A study of MPs in sediment from Lake Revvatnet suggested that the increased little auk (Alle alle) population acts as a source for MPs (Luoto et al. 2019). However, in another study, MPs in sediment from Lake Knudsenheia (near the western shore of Kongsfjorden) was discussed as a result of atmospheric deposition from local or distant sources (Gonzalez-Pleiter et al. 2020).

Marine sediment and beaches: Detection of MPs in the deep-sea sediment of the Arctic Basin and from the HAUSGARTEN deep-sea observatory in eastern Fram Strait suggested the Arctic as an accumulation zone for MPs particles transported from long distance and/or local sources (Woodall et al. 2014; Bergmann et al. 2017; Tekman et al. 2020). MPs in sediment from the Barents Sea reported at a depth between 650 and 508 meters were discussed as a result of the accumulation of debris (Møskeland et al. 2018). MPs have been detected in shallow sediment from Svalbard coastal areas, in the Kongsfjord-Krossfjord system, Rijp fjorden, Grønnfjorden, Adventfjorden, and Breibogen and are discussed as a result of local and/or long-distance MPs pollution (Sundet et al. 2016; Granberg et al. 2019; von Friesen 2018; Granberg et al. In press).

Terrestrial environment: Even though plastic pollution mainly originates from terrestrial sources, terrestrial systems have not received much scientific attention. To date, there is no publication describing the MPs distribution in terrestrial surface (soil, vegetation) in Svalbard.

2.4. Variability of MPs characteristics and their spatial distribution

MPs in the environment, including the Svalbard region, show huge variability in shapes, sizes, colours, and polymers (Lusher et al. 2015; Duis and Coors 2016; Peeken et al. 2018; von Friesen et al. 2020) for many reasons. First, plastic materials consist of diverse polymers and additives. Once in the environment, these additives continue to modify the fate of plastics. MPs with UV stabilisers will resist for a longer time to degradation compared to a plastic material without such additives. The fragmentation rate will then be different, which will result in a difference in size. The colour also influences the MPs fate since some animals are attracted by specific colours and specifically ingest some and overlook others (Ory et al. 2018; Roch et al. 2020). MPs have a range of intrinsic densities which commonly range from 0.9 to 2.3 g/cm³ (Hidalgo-Ruz et al. 2012). The shape and the density of MPs will also play a role in their sinking rate (Kowalski et al. 2016; Kane et al. 2019). Their
density determines their fate and increases their vertical ubiquity in the aquatic environments, while the shape influences buoyancy. The more rounded, the faster MPs will sink under the same environmental conditions (Kowalski et al. 2016). MPs can also originate from a tremendous number of sources and all inhabited regions of the world, contributing to spatial variability in the environment. In addition to the numerous sources, oceanic and atmospheric currents transport MPs all around the globe, increasing their occurrence in remote areas such as Svalbard. Those currents affect the fate of MPs at both a large and a small scale (Van Sebille et al. 2020). All these parameters simultaneously determine the spatial and vertical distributions and the fate of MPs, leading to the high variability of MPs occurrence in the Svalbard aquatic environments.

2.5. Effects of climate change on MPs distribution

The most important factors affecting the weathering and breakdown of plastic debris to MPs and nano plastics are UV-light and temperature (Andrady 2011). How Arctic conditions, in particular, affect plastic litter weathering is largely unexplored (PAME 2019). Cold winter temperatures and intense 24-hour summer sunlight are both unexplored in their influence on plastic. The harsh weather conditions on the very exposed coasts are further likely to cause fragmentation of already brittle pieces of macroplastic (Brandon et al. 2016). Due to the complexity of the weathering process, it cannot be concluded by deduction if plastic fragmentation is occurring more rapidly in the Arctic than, e.g. in the tropics until now. However, the Arctic is a

Figure 3: Conceptual illustration showing the potential effects of climate change on plastic pollution in the Svalbard environment
global ‘hot-spot’ for climate change and is warming more rapidly than other places on the planet due to polar amplification. The term ‘polar amplification’ refers to a greater temperature change near the poles compared to the rest of the globe for a given global climate force such as a change in greenhouse gasses (Screen and Simmonds 2010; Adakudlu et al. 2019). The major impact of climate change in the Arctic is the loss of sea ice, permafrost thawing, ice melting, glacier reduction, soil destabilization, weather pattern changes, and ocean current alterations (Figure 3). Such climate-induced changes in environmental variables will likely have sizeable impacts on the distribution of MPs in Svalbard and should be investigated.

**Changing climate and melting of sea ice and glaciers:** The Arctic cryosphere, consisting of ice and snow, is highly sensitive to climate change. Based on satellite images from 1979 to the present, a 40 % decline in Arctic sea ice has been observed (Parkinson and DiGirolamo 2016). Climate models predict that with the current rate of atmospheric CO\(_2\) increase, the Arctic will be ice-free in summer by as early as the 2030s (AMAP 2017). The IPCC further estimates that the earth will pass the threshold of a 1.5°C increase in temperature by 2030 (IPCC 2018), which is considered a ‘guardrail’ beyond which the effects of climate change will become increasingly severe and difficult to adapt to (Schoolmeester 2019). Increasing warm temperatures accelerate the melting of sea ice and snow and influence MPs distribution. Seasonal expansion and contraction of ice are considered to contribute to the flux of MPs, as particles become trapped as water freezes and released when it melts. It is also projected that the melting of ice may result in the release of the entrained plastics (Obbard et al. 2014). Furthermore, the melting of ice and snow will lead to the freshening of seawater along coasts and sea-ice edges (Woosley and Millero 2020). As freshwater has a lower density than seawater, many floating polymers supported by high saline seawater will now sink and the vertical flux of MPs to deeper waters and sediments will likely increase (Welden and Lusher 2017, Kanhai et al. 2018). As sea ice and glaciers retreat, new shipping routes open up, and resource exploitation will be possible in previously inaccessible areas, making the neo-industrialized Arctic an increasingly important region in the global economy (Avango et al. 2013; AMAP 2017). Plastic, as well as other pollutants, are likely to increase in the Arctic with increased human industrial activity (Granberg et al. 2017). The sources for MPs will thus likely change the distribution and increase as a whole.

**Changing climate and melting permafrost:** As permafrost melts, the soil becomes destabilized. Old dumping sites in Svalbard and the wider Arctic are placed directly on the permafrost and become undermined as permafrost melts (Granberg et al. 2017). Dumping sites contain a mix of debris and associated pollutants. The increased permeability of land soil leads to increased water-borne transport through the ground, likely carrying all types of pollutants including MPs and its associated chemicals to lakes and coastal waters (Walvoord 2016) (Figure 2).

**Changing climate and weather patterns:** In the last decades, the frequency of heavy rainfalls and storms has increased in the Arctic and is projected to further increase (IPCC 2018). The Arctic has generally become a wetter and warmer place as indicated by river discharge spikes being heavier and occurring earlier in the spring (Lammers et al. 2001). Future wind patterns will potentially determine the MPs loads deposited from the atmosphere in the Arctic. Heavy rain will also flush MPs from land to the sea at higher rates. Along with this, ‘rain-on-snow’ events have always occurred in Svalbard as a product of the strong oceanic influence on weather systems in the archipelago (Svendsen et al. 2002) but winter warming is making such events more frequent (Farland et al. 2012). Winter rains may encapsulate pieces of discarded plastics in ice, making the plastics very brittle and liable to break into MPs, which may end up in lakes or the ocean. More and bigger storms will likely lead to greater losses of larger plastic pieces – such as fishing nets and broken snowmobile parts – from ships and dumping sites and land-based activities (Welden and Lusher 2017). Such plastic debris, whether intentionally or unintentionally discarded, are likely to end up in seas, lakes, and other water bodies.
**Changed ocean circulation:** Ocean circulation and coastal oceanography are undergoing dramatic changes in the wake of climate change. Around Svalbard, Atlantic water thrusts farther north, bringing along the water from more industrialised parts of the world. Lusher et al. (2015) detected higher concentrations of MPs in Atlantic water than in seawater collected closer to glacial outflows, suggesting Atlantic water to function as a vector for MPs pollution to Svalbard and the Arctic. Fibres constituted the majority (95%) of detected MPs. As the Atlantic water input is predicted to increase as climate change progresses (Polyakov et al. 2020), waterborne MPs pollution from southern latitudes is likely to increase in the Svalbard region.

**Ecosystem change and biochemical interactions:** It is difficult to predict how ecosystems will change in response to global warming and even more difficult to estimate how the distribution and effects of MPs will be altered in relation to ecosystem change. However, as biological borealisation progresses, i.e. the climate change-induced transformation from the Arctic towards more boreal or temperate ecosystems, information gained from scientific investigations in more southern latitudes may become more relevant for the Arctic. In a modelling study, Kvale et al. (2020) predicted an increase in the transport of MPs from surface waters to deeper waters and sediments in the Arctic Ocean as the sea ice melts and exposes more water to sunlight, stimulating increased primary production and microalgal growth. Marine snows (sinking particulate organic matter) and ingestion (and subsequent egestion) by zooplankton (e.g. Cole et al. 2013 and 2016) become vehicles for MPs transport to the ocean depths. This coincides with the predicted increase in marine biomass stimulated by borealisation (Polyakov et al. 2020). However, Lannuzel et al. (2020) predict a decrease in vertical carbon flux close to the sea ice. As first-year ice will replace multiyear ice the developed microalgal ecosystem can no longer be sustained but may instead be replaced by opportunistic microalgal species of low food quality, e.g. Phaeocystis sp. (Assmy et al. 2017). This change will cascade through the pelagic food web and smaller grazing zooplankton producing small faecal pellets will replace large sympagic amphipods and *Calanus* species. Small faecal pellets do not sink and vertical flux of organic matter and associated particles will thus slow down and particulates kept in surface waters. Processes near coasts will likely differ from those close to the sea-ice edge (Lannuzel et al. 2020).

Luoto et al. (2019) further showed that the species composition and trophic interactions in Lake Revvatnet, Svalbard, changed with the increased input of turbid glacier meltwater. Colonies of little auks (*Alle alle*) have also grown as the lake remains unfrozen for a longer period. A higher MPs content in lake sediments coincides with these changes, and the authors suggest seabird guano as a vector for MPs pollution, as previously suggested for northern fulmars by Provencher et al. (2018). The birds mistake MPs for food when foraging at sea, which has been observed in little auks in Greenland (Amélineau et al. 2016)

Increased temperatures will accelerate all biological processes and intensify chemical dynamics. For example, ingestion and respiration increase in many invertebrates as temperature rises (Acheampong et al. 2014; Grote et al. 2015; Zhang et al. 2016). Elevated seawater temperatures may thereby lead to increased ingestion of MPs by marine organisms. As the dynamics and mobility of plastic-associated contaminants increase with rising temperatures, the bioavailability of these chemicals may elevate environmental toxicity.

### 2.6. The ultimate fate of MPs in Svalbard

In aquatic environments, it is expected that the majority of MPs will eventually be transported to the oceans via rivers and coastal areas. The distribution of MPs in the ocean is affected by hydrodynamic forces (waves, tides, and currents) (Rocha-Santos and Duarte 2014). As a result of ocean currents and the wind, ocean garbage patches can be regarded as temporal sinks. The Barents Sea is assumed to become another major convergence zone and, thus, a large sink for plastic debris (Cózar et al. 2017). Svalbard, which borders the Barents Sea on the archipelago’s east, would consequently be increasingly exposed to both macro and MPs.
In addition to long-distance transport from other regions of the world, Svalbard will be more exposed to local plastic pollution due to an increase in shipping, tourism, and fishing activities as explained in the previous section (v). The fate of this plastic debris in Svalbard is largely unknown. We expect an accumulation of plastic in different compartments: sediment, beaches, glaciers, and sea ice. Once in the Svalbard region, MPs will be exposed to cold temperatures, entrapment in sea ice (van Sebille et al. 2020), and continuous and absent UV exposure for several months. These parameters will influence the fate of MPs in Svalbard in different ways. Cold temperatures will lower the degradation rate by microorganisms (Bergmann and Klages 2012; Urbanek et al. 2017), resulting in a higher accumulation rate compared to temperate and tropical regions. The cold temperatures and absence of sunlight in winter will inhibit biofilm formation (Chen et al. 2019), and floating MPs will stay longer at the water surface in winter. In the summer, the continuous sunlight might support the formation of a biofilm and the fragmentation of MPs compared to the winter season. However, the average temperature of surface waters around Svalbard remains low even in the summer (for example from 4°C to 7°C in Kongsfjorden) (Tverberg et al. in Hop and Wiencke 2019), limiting the density increase due to biofilm formation. The consequences of MPs entrapment in sea ice are currently unknown. On one hand, the physical abrasion of MPs due to ice formation and movements can be expected; on the other, MPs might be protected from direct exposure to sunlight (Chen et al. 2019).

Despite the influence of these parameters, it can be assumed that MPs will eventually sink to the seafloor, end up on beaches, or be trapped in sea ice temporarily, or might cycle in abiotic and biotic ecosystem compartments. The finding of a great deal of MPs in the deep sea near the HAUSGARTEN observatory (Tekman et al. 2017) suggests that future research should investigate whether undersea canyons are accumulation locations for plastics. To a certain extent, the Svalbard marine fauna can be considered as a temporary sink and transport medium, but literature is lacking regarding MPs trophic transfer, retention times, whether MPs simply pass through the GI of larger organisms or get accumulated. More data are urgently needed to understand the fate of MPs in cold regions and worldwide in general. Especially, experiments investigating the degradation and sinking rates under Arctic conditions are needed to understand the fate of MPs in Svalbard.

On the seafloor, MPs will be available to many organisms such as snow crabs (Chionoecetes opilio) (Sundet 2014) deep-sea starfish (Hymenaster pellucidus) (Courtene-Jones et al. 2017) and from sea ice to polar cod (Boreogadus saida) due to melting (Kühn et al. 2018). From a food security perspective, the presence of MPs in harvested marine species raises concerns for people.

2.7. Sociological impacts of MPs (e.g., food safety)

As research on MPs has expanded beyond observations highlighting their ubiquity in the oceans, the focus has shifted towards ecological and health risks (GESAMP 2015; Cox et al. 2019). MPs are considered widespread contaminants, ingested directly, or indirectly by trophic transfer through the marine food web (Vandermeersch et al. 2015; Lusher et al. 2015; Desforges et al. 2015; Wright et al. 2013; Nelms et al. 2018). With the identification of MPs in a variety of Arctic organisms (Diepens and Koelmans 2018; Fang et al. 2019; Kühn et al. 2018; Provencher et al. 2018), it has become clear that marine organisms can ingest and even transfer MPs along with the Arctic food webs into top predators including fish and marine mammals. However, little is known today about trophic transfer dynamics, retention times, and whether, and under which conditions, MPs simply pass through the GI of biota or get accumulated in other tissues.

Most of the MPs’ research on living organisms has concentrated on marine organisms. Terrestrial organisms have not been regarded as threatened as they are not part of the ocean system, which was considered the main pool of MPs. Recently this perception has changed, and it is now recognised that terrestrial organisms (e.g., reindeer) may be exposed to MPs (Bergmann et al. 2019) and that from them MPs may distribute
to their predators. Reindeer (*Rangifer tarandus*) is an important traditional food in Svalbard and is, therefore, a potentially significant contaminant pathway to humans. There is no information available on the MPs ingestion or accumulation in terrestrial harvested wildlife. Therefore, to provide knowledge-based advice for environmental agencies, food security stakeholders (e.g. UN organisations), consumers, and food producers and to enable educated management, there is an immediate need to develop a baseline database of MPs in harvested terrestrial wildlife.

There is ample evidence of MPs ingestion by fish destined for human consumption, including Arctic species (Kühn et al. 2018; Bråte et al. 2016; Morgana et al. 2018; Fischer and Scholz-Bottcher 2017; Leclerc et al. 2012; Nielsen et al. 2014; Welden and Cowie; 2016; Sundet 2014). In bivalves in the Arctic, MPs are reported in blue mussels (Bråte et al. 2018; Halldórsson and Guls 2018; Granberg et al. 2020) and Greenland smoothcockle (von Friesen et al. 2018). Generally, low counts of MPs in seafood species obscured any differences between collection sites, but MPs in fish are commonly analysed in the (GI) only. Often, only larger MPs, such as above 300 µm, are investigated, and sometimes only by visual inspection without chemical identification. Moreover, estimates of larger MPs in the GI can provide rough estimates of MPs ingestion. However, MPs of such size are unlikely to cross the intestinal barrier or to accumulate in any tissue (Pedà et al. 2016; Grigorakis et al. 2017). Additionally, there is evidence from exposure studies that smaller MPs are of higher concern in terms of negative health effects on aquatic organisms and mammals (Kögel et al. 2020). Hence, to investigate if such accumulation is of concern for seafood security at current pollution levels, quantifications of smaller MPs in the consumed tissues are required. The thresholds for translocation or accumulation are not clarified yet, as very little data from the environment is available, and exposure studies do not cover many polymer types and often use round beads instead of the angular fragments and fibres, which are common in the environment. However, a recent report – although not from fish from Arctic regions – describes the occurrence of MPs in fish muscle and liver, but none above 250 µm (Gomiero et al. 2020). Reports including findings of MPs smaller than 50 µm in other seafood species were recently summarized in Kögel et al. 2020a. However, data is scarce, and additionally neither harmonized nor fully quantitative due to methodological challenges (Kögel et al. 2020b). However, the only field studies analysing MPs in seafood species from Arctic regions including MPs below 300µm, point towards that also Arctic seafood species are no exception to containing MPs. Thus, rather low MPs were reported in 11 species of benthic invertebrates sampled from the Bering and Chukchi Seas (>100µm, Fang et al. 2019), in the gastrointestinal tract of Polar cod (Boreogadus saida) (> 35 µm; Kühn et al. 2018) and of Greenland Cod (Gadus ogac) (>20 µm, Granberg et al. 2020). From exposure studies, there is plenty of evidence that uptake of smaller MPs into other tissues does occur. Nano plastic administered in high doses experimentally reached the brain of fish and nano plastic and MPs lead to altered behavior that may affect the fishes’ capability of sustenance (Mattsson et al. 2015; Mattson et al. 2017; Chae et al. 2018; Barboza et al. 2018).

In conclusion, sufficient knowledge of the concentrations per size distribution and uptake and effects of MPs to establish a proper risk assessment for both the environment and human consumers is still lacking (Skåre 2019; Backaus et al. 2018), even though MSFD 2008/56/EC and decision 2017/848/EU require that the situation be documented: “The amount of [...] micro-litter ingested by marine animals is at a level that does not adversely affect the health of the species concerned. [...] Micro-litter shall be monitored [...]”. Resultantly, there is an immediate need for an analysis of the occurrence and levels of MPs in seafood organisms as a foundation for knowledge-based advice for food safety authorities, environmental agencies, food security stakeholders, such as UN organisations, and Arctic Inuit authorities and those of other Arctic people, consumers and food producers.
3. Connections and synergies with other SESS report chapters

Many SESS report chapters explore issues that have been identified as gaps related to our understanding of plastics in Svalbard. Figure 4 shows that merging or forming trans-chapter workgroups or task forces must be a way forward for SIOS to utilise the full breadth of competence within the consortium.

**Figure 4:** Potential connections with other chapters: SvalCLIM (Gjermundsen et al. 2021), SvalHydro (Nowak et al. 2021), PASSES (Salzano et al. 2021), SvalGlac (Schuler et al. 2020), FastIce (Gerland et al. 2020), and ABC Svalbard (Gilardoni et al. 2020).
4. Unanswered questions

On the basis of the knowledge presented in sections 2.1 - 2.7, we have noted the following knowledge gaps, which are important to be filled for a good understanding of the status of MPs in the realm of Svalbard:

a. **Trends:** The lack of conformity in sampling, analytical protocols, and data units and the paucity of data make it difficult to determine MPs trends in different environmental compartments.
b. **Sources:** There is a lack of information regarding the relative importance of distant and local MPs pollution sources in Svalbard and the Arctic in general.
c. **Toxicological effect:** MPs have been detected in fish and other marine organisms, but there is limited information on the effects MPs cause themselves in environmentally relevant sizes, doses, and combinations and through leakage or uptake of plastic additives (plasticisers and stabilisers) or from the pollutants present in the environment (POPs). As such knowledge emerges, it will be necessary to evaluate to what degree Svalbard deviates from other environments concerning toxicological effects.
d. **Fate:** The long-term transformation and deposition reservoirs of MPs need further investigation in the Svalbard environment. The interactions between physical and biological compartments regarding MPs are poorly understood and effects on ecosystems therefore highly unpredictable.
e. **Effect of climate change:** Global climate change is likely to affect the concentrations, transformation processes, and mobility of MPs in the ecosystem. Such effects are currently mainly speculative and need to be quantified.
f. **Food Security:** MPs concentrations in harvested terrestrial wildlife, marine mammals, fish, and shellfish are poorly documented. It is further unknown whether ingested MPs may have any adverse effect on humans.
g. **Exchange:** Information on MPs levels in the air and their influence on terrestrial environments is lacking.

5. Recommendations for the future

*Harmonising methodologies:* A workshop is needed to facilitate agreements among international MPs experts on how to start monitoring MPs at the four observatories in Svalbard (Hornsund, Barentsburg, Longyearbyen, Ny-Ålesund). Here, the work currently being finalised by AMAP on MPs monitoring will be highly valuable.

*Long-term monitoring:* A monitoring programme should be designed to consider societal needs such that the science can provide advice regarding plastic use in Svalbard, wastewater treatment, effects of cruises and other tourism activities, and fishing.

*Mapping:* MPs in the unexplored parts of Svalbard, which include terrestrial and marine biota needs to be mapped in order to establish a proper risk assessment for both the environment and human consumers.

*Collaboration:* It is recommended that a Svalbard plastics task force be formed and meet regularly to develop methods and monitoring recommendations to ensure that there is a concerted effort to fill the identified knowledge gaps.

*Experiments:* Experimental studies of Arctic key species and the possible trophic transfer of MPs under Arctic conditions should be set up.
6. Data availability

This review chapter is an overview of published articles, thesis, and reports. Information about the literature used in this chapter can be found in the reference section.
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## Appendix 1

MPs in different abiotic compartments of Svalbard

<table>
<thead>
<tr>
<th>Location</th>
<th>Year</th>
<th>Medium</th>
<th>Range</th>
<th>Unit</th>
<th>Sampling method</th>
<th>Analytical method</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ice and Snow</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Svalbard and Fram Strait</td>
<td>2016–18</td>
<td>Snow</td>
<td>0 – 14,400</td>
<td>Particles L⁻¹</td>
<td>Surface sample with a spoon</td>
<td>Vacuum filtration (1 mL aliquot) and Fourier-transform infrared microspectroscopy (μFTIR)</td>
<td>Bergmann et al. 2019</td>
</tr>
<tr>
<td>Fram Strait, north of Svalbard</td>
<td>2014–15</td>
<td>Sea ice</td>
<td>(1.1·10⁶ – 1.2·10⁷)</td>
<td>Particles m⁻³</td>
<td>Ice coring</td>
<td>Vacuum filtration and μFTIR (FPA detector)</td>
<td>Peeken et al. 2018</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Svalbard</td>
<td>2017</td>
<td>Sea ice</td>
<td>0.158</td>
<td>MPs m⁻³</td>
<td>Boat hook</td>
<td>Visual analysis under stereomicroscope and Fourier transform infrared spectroscopy (FTIR)</td>
<td>Von-Friesen et al. 2020</td>
</tr>
<tr>
<td><strong>Water</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norwegian Sea (Transect from Tromsø up to SW Svalbard (78.07°))</td>
<td>2014</td>
<td>Water (surface)</td>
<td>0 – 11.5</td>
<td>Particles m⁻³</td>
<td>Manta net (330 μm)</td>
<td>Gravity separation, light microscopy and FTIR</td>
<td>Lusher et al. 2015</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Water (subsurface)</td>
<td>0 – 1.31</td>
<td>Particles m⁻³</td>
<td>Seawater intake</td>
<td>Vacuum filtration, light microscopy and FTIR</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Water (0–1000m)</td>
<td>0.0007 – 0.048</td>
<td>MPs m⁻³</td>
<td>Niskin bottles</td>
<td>Visual analysis under stereomicroscope and FTIR</td>
<td>Von-Friesen et al. 2020</td>
</tr>
<tr>
<td>Adventfjorden</td>
<td>2018</td>
<td>Water</td>
<td>0 – 3.32</td>
<td>MPsm⁻³</td>
<td>manta net and a high-capacity pump system</td>
<td>Visual identification by microscope and FTIR</td>
<td>Purver 2019</td>
</tr>
<tr>
<td>Gtånfjorden</td>
<td></td>
<td></td>
<td>0.1 – 1.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dicksonfjorden</td>
<td></td>
<td></td>
<td>0.12 – 1.67</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oxaasalen</td>
<td></td>
<td></td>
<td>4.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ekmanfjorden</td>
<td></td>
<td></td>
<td>0.36 – 0.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nordfjorden</td>
<td></td>
<td></td>
<td>3.85</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kongsfjorden</td>
<td>2018</td>
<td>Surface water</td>
<td>23.7 ± SD 11.9 – 74.1 ± SD 43.9</td>
<td>Particles m⁻³</td>
<td>Surface trawl by using Plankton net</td>
<td>Vacuum filtration and FTIR</td>
<td>Scott 2019</td>
</tr>
<tr>
<td>Kongsfjorden</td>
<td>2018</td>
<td>Subsurface (160m depth)</td>
<td>53.8 ± SD 3.2 – 92.3 ± SD 12.8</td>
<td>Particles m⁻³</td>
<td></td>
<td>Vacuum filtration and FTIR</td>
<td>Scott 2019</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2015</td>
<td>Water (near wastewater outflow)</td>
<td>97 (Mean)</td>
<td>Particles L⁻¹</td>
<td>n/a</td>
<td>n/a</td>
<td>Sundet et al. 2016</td>
</tr>
<tr>
<td>Year</td>
<td>Methodology</td>
<td>Site Description</td>
<td>Particles/L</td>
<td>Water Source</td>
<td>Location</td>
<td>Particles/kg</td>
<td>Water Source</td>
</tr>
<tr>
<td>------</td>
<td>-------------</td>
<td>-----------------</td>
<td>-------------</td>
<td>--------------</td>
<td>----------</td>
<td>--------------</td>
<td>--------------</td>
</tr>
<tr>
<td>2016</td>
<td>Sediment</td>
<td>Sediment sampled</td>
<td>400 (average)</td>
<td>Sediment</td>
<td>Svalbard</td>
<td>83 - 3900</td>
<td>Sediment sampled</td>
</tr>
<tr>
<td>2017</td>
<td>Sediment</td>
<td>Sediment sampled</td>
<td>7.4</td>
<td>Sediment</td>
<td>Svalbard</td>
<td>83 - 3900</td>
<td>Sediment sampled</td>
</tr>
<tr>
<td>2018</td>
<td>Sediment</td>
<td>Sediment sampled</td>
<td>42 - 6595</td>
<td>Sediment</td>
<td>Svalbard</td>
<td>83 - 3900</td>
<td>Sediment sampled</td>
</tr>
<tr>
<td>2019</td>
<td>Sediment</td>
<td>Sediment sampled</td>
<td>0 - 9.2</td>
<td>Sediment</td>
<td>Svalbard</td>
<td>83 - 3900</td>
<td>Sediment sampled</td>
</tr>
<tr>
<td>2020</td>
<td>Sediment</td>
<td>Sediment sampled</td>
<td>11 - n/a</td>
<td>Sediment</td>
<td>Svalbard</td>
<td>83 - 3900</td>
<td>Sediment sampled</td>
</tr>
</tbody>
</table>
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## 1. Introduction

Coastal waters are among the most productive regions in the Arctic (Leu et al. 2015; Smola et al. 2017; Ardyna et al. 2020). In these areas, a strong coupling exists between the sea and the land, and the shallow depths create a tight pelagic-benthic coupling (McGovern et al. 2020). These regions are also critical breeding and foraging grounds for many invertebrates, fish, bird, and marine mammal species (Dunton et al. 2012). When combined, these various groups of animals provide a valuable host of ecosystem services. Many of the Arctic marine species included in these groupings are vulnerable to anthropogenic and climate-induced stressors (Kovacs et al. 2011; Descamps et al. 2017). In Svalbard, nearshore ecosystems are being impacted directly by global warming—causing the reduction of landfast sea ice, the retreat of marine terminating (also called tidewater) glaciers, and altered wind and wave, circulation and stratification patterns)—as well as somewhat more indirectly by climate change on land (e.g. permafrost thaw, melting of glaciers, changes in precipitation and runoff) (e.g. Adakudlu et al. 2019). This has and will have a broad range of implications for physical and biogeochemical conditions in Svalbard’s coastal waters, including changes in nutrient concentrations and the underwater light regime, as well as direct physical changes to coastal habitat structure (Dunton et al. 2012; McGovern et al. 2020). In turn, these changes are likely to impact the primary productivity and biodiversity of Svalbard’s coastal waters (Leu et al. 2015; Descamps et al. 2017).

The loss of Arctic sea ice creates the possibility for expansion of commercial activity in Svalbard and the Arctic in general (e.g. fishing, shipping, tourism, and potentially marine mining of minerals, oil and gas exploration, etc.) (Misund et al. 2016; Stocker et al. 2020). The growth of global trade, urbanization, and travel activity create opportunities for organisms to move across previously isolated regions, thus advancing biotic homogenization and extinctions. At present, the extent of protected coastal marine ecosystems in the Arctic remains minute in comparison to the terrestrial environment (CAFF1). Arctic biodiversity is under growing pressure as climate change and human activities such as shipping and exploitation of natural resources increase. Government managers, industries, conservation organisations, and communities thus need access to timely and complete biodiversity status and trend data. For example, all Arctic endemic marine mammals are ice-associated, and hence, under extreme threat due to the ongoing trends in sea-ice losses (Kovacs et al. 2011). Recently a Coastal Expert Monitoring Group (CEMG) was established as part of the Circumpolar Biodiversity Monitoring Program (CBMP2) under the Arctic Council’s Conservation of Arctic Flora and Fauna (CAFF) working group. The primary goal of the CEMG is to develop a long-term, integrated, multi-disciplinary circumpolar Arctic coastal biodiversity monitoring plan3 ‘State of Arctic Coastal Biodiversity Report’ in 2023. This synopsis, which comprises an overview of Svalbard coastscapes (Rocky shore, Ice fronts etc.) and the essential focal ecosystem components (FECs) inhabiting them, will be an important contribution to this pan-Arctic synthesis from the Norwegian High Arctic.

The following three main objectives were addressed in this Svalbard synopsis:

1. Provide an overview of the extent of the different coastscapes in the Svalbard Archipelago (using the terminology of the Coastal Expert Monitoring Group in CAFF, 2019).
2. Identify the key environmental drivers (physical, chemical, biological, and anthropogenic) that influence biodiversity and ecosystem functioning in the defined coastscapes.
3. Map the status of essential Focal Ecosystem Components (FEC), defined by CAFF (2019), in these coastscapes in Svalbard, and identify gaps in current knowledge and monitoring.

---

1 [www.caff.is](http://www.caff.is)
2 [www.cbmp.is](http://www.cbmp.is)
3 [www.caff.is/coastal](http://www.caff.is/coastal)
2. Overview of existing knowledge

2.1. Geographical location and climate

The Svalbard Archipelago extends from 74° to 81° N and from 10° to 35° E and is situated in the middle of the main gateway to the Arctic Ocean, halfway between mainland Norway and the North Pole. The largest island is Spitsbergen in the west, followed by Nordaustlandet in the northeast, and then Edgeøya and Barentsøya on the east side of the archipelago. The distance from southern Spitsbergen to mainland Norway is approximately 680 km, with Bjørnøya, the southernmost island of Svalbard, located halfway to the mainland. Furthest to the east, in the western Barents Sea, the island Hopen is located. Long open sea expanses act as effective barriers against dispersal of organisms. Particle tracking models estimate that ocean currents can transport passive organisms over a distance of 1000 km (i.e. Lofoten, Norway to Isfjorden, Svalbard) in roughly one month (Berge et al. 2005). Strong climatic gradients over short distances characterises the Svalbard Archipelago. Warm Atlantic water impacts the southwest and northwest parts of Svalbard, whereas cold Arctic water and extensive seasonal ice cover dominate the northeast and east coasts of Svalbard. Three main climatic regions can therefore be identified for Svalbard: 1) West Svalbard with a sub-Arctic climate and very little sea-ice presence, 2) North Svalbard with a mixed Atlantic and Arctic climate exposed to the Arctic Ocean and consolidated pack ice, and 3) East Svalbard with a cold Arctic climate and extensive seasonal sea-ice formation.

2.2. Physical environment

Hydrographical observatories (moorings) in fjords in West Svalbard (Kongsfjorden and Isfjorden), operated since 2002, show an increase of 2°C over the 20-year record of observations with the strongest sea temperature increase in winter (Cottier et al. 2019). For fjords in Northeast Svalbard (Rijpfjorden), no distinct increase in sea temperatures since 2006 has been identified (Cottier et al. 2019), while in East Svalbard, continuous time series from moored observatories are lacking. The sea-ice extent and sea-ice thickness mirror the sea temperatures. In western Svalbard, sea-ice extent and thickness have been monitored in Kongsfjorden since 2003 (Gerland and Renner 2007), in Grønfjorden since 1974 (Zhuravskiy et al. 2012), and Van Mijenfjorden since 2006 (Høyland 2009; Karulina et al. 2019), and both sea-ice extent and thickness have significantly declined after 2006 (Muckenhuber et al. 2016, Pavlova et al. 2019; Gerland et al. 2020; Johansson et al. 2020). In northern Svalbard, SAR satellite products, which have been available since season 2002/03, show indications of shorter sea-ice seasons in Rijpfjorden since winter 2012/13 (Johansson et al. 2020). In eastern Svalbard (Inglefieldbukta), sea-ice monitoring has been undertaken since 2006. Data and analysis for eastern Svalbard are however too incomplete for statements about trends. In southeastern Svalbard, the thickness of coastal sea ice has been monitored at Hopen since 1966 and there is a decreasing trend over the period 1966–2007 (Gerland et al. 2008). Based on SAR satellite data for the period 2005–2018 and a machine learning model, it has been possible to reconstruct landfast ice distribution from standard meteorological temperature data in the period 1973–2000. From this model, fast ice with a duration of two months or longer were estimated to cover an area of 12,000 km² in Svalbard in the years 1973–2000, while in the years 2005–2018 this number was reduced to 8000 km², which was further reduced in 2014–2019 to only 6000 km² (Figure 1). Shallower side arms and sill fjords in Isfjorden still freeze in winter, but the sea-ice season has been reduced up to five months due to later sea-ice formation and earlier break-up (Figure 1).

---

4 https://toposvalbard.npolar.no/
5 For further information, contact S Gerland, NPI, Norway.
6 For further method details, contact JA Urbanski, Gdansk University, Poland.
With reduced landfast ice and increased storm activity, coastal erosion has increased (Wojtysiak et al. 2018). As an example, between 1960 and 2011, a gravel-dominated coast in Isbjørnhamna, Hornsund experienced a significant shift from being protected by prolonged sea-ice conditions (fast ice) towards a storm-affected and rapidly changing coast. Mean shoreline erosion rates of 0.08 to 0.26 m yr\(^{-1}\) from 1960 to 1990 almost doubled to 0.13-0.45 m yr\(^{-1}\) for the years 1990 to 2011 in Isbjørnhamna (Zagórski et al. 2015). Coastal erosion, increased river runoff (Nowak et al. 2021) and increasing glacial melt is resulting in increased particle loads in coastal waters (i.e. “browning of the Arctic”) which impacts the underwater light availability and thus, primary productivity (Pavlov et al. 2019). In contrast to several studies from the open sea which show that reduced sea ice leads to increased Photosynthetically Active Radiation (PAR) and increased primary production (Pabi et al. 2008; Arrigo and van Dijken 2011; Kauko et al. 2017) the counteracting effect may occur in coastal waters due to increased light attenuation by terrigenous particles (Smyth et al. 2005; McGovern et al. 2020). Another factor affecting the penetration of PAR is the increasing cloudiness, which results in reduced PAR entering the water column (Bélanger et al. 2013). Comparison of the chlorophyll-a (Chl-a) concentration (calculated using Shanmugam et al., 2018) and SPM (calculated using Nechad et al. 2010) in a cold and relatively sea ice rich year (2008) versus a warm year with very limited seasonal sea ice (2016) in Svalbard, using MODIS-Aqua data, is shown in Figure 2. Distinct differences in productivity and turbidity between the years is seen with an overall higher primary productivity (Chl-a biomass) and particle load (turbidity) in the warmer year. However, sea-ice algae and under-ice
blooms are not detectable by satellites, as a result, a significant component of the primary productivity in seasonal ice-covered regions is not accounted for in Figure 2. Field studies or other autonomous platforms are therefore needed to monitor changes in the overall primary productivity in Svalbard. Macroalgae (seaweed) and brackish water diatom colonies and other groups of eukaryotic algae and cyanobacteria (microphytobenthos) growing on intertidal mudflats (Kviderova et al. 2019, Wiktor et al. 2016) are other important primary producers in coastal regions of which we yet have much to learn since our knowledge of their productivity and ecosystem roles are fragmented and poor for the High Arctic (e.g. von Biela et al. 2016).

Figure 2. Spatial distribution of chlorophyll-a (Chl-a) concentration and Suspended Particulate Material (SPM) concentration integrated over the months from March to October for the year 2008 (colder year, upper panels) and 2016 (warmer year, lower panels), as well as the maximum sea-ice concentrations (April) in the two years. Sea-ice concentration (SIC) acquired from the National Snow and Ice Data Center. For more details, contact R.K. Singh and S. Belanger, UQAR, Canada.
3. Coastscapes

A pan-Arctic synthesis of coastal biodiversity is scheduled for completion in 2023 (CAFF, 2019). Seven different pan-Arctic coastscapes have been identified (see below and Appendix 3) and these coastal ‘landscapes’ will create the basis for comparison of characteristic coastal biota, i.e. Focal Ecosystem Components (FECs), across the Arctic. The selected FECs (Appendix 4) were chosen because they are considered to be good bio-indicators of the overall health and environmental state of the system, or simply because they are important for food security.

Since Svalbard is located in the High Arctic with marked influences from the warm West Spitsbergen Current, it is a bellwether for climate change impacts on a broader scale. Its unique mix of climatic conditions over small geographic scales makes it an ideal site to monitor the impact of climate change on Arctic marine systems. Thus, we recommend that monitoring approaches should focus on establishing the status and rate of change for the different coastscapes in all three regions in Svalbard, or at a minimum in one cold and one warm region.

Of the seven coastscapes, the most studied in Svalbard is the fjord coastscape (Figure 3; Weslawski et al. 1993; Włodarska-Kowalczuk et al. 2012; Berge et al. 2015; Hop et al. 2019). The other six coastscapes represent the shoreline; and in Svalbard these nearshore ecosystems are understudied. However, an extensive coastal mapping project, based on aerial photos (Figure 4), was undertaken by the Norwegian Polar Institute (NPI) between 1987-1991 in order to determine the vulnerability of Svalbard coasts to a potential oil spill.

Figure 3. Svalbard fjords classified according to bathymetry and the presence or absence of a shallow sill, or threshold, which restricts the inflow of nearby oceanic water masses into the fjord. Sill fjords are further differentiated by the depth of their inner basin, with “deep” indicating a basin inside the sill deeper >120m. Semi-closed fjords were defined as fjords with an extensive, shallow shelf in front of the fjord mouth that restricts the connectivity with deep oceanic water masses.
Figure 4. Geomorphological data from aerial photos (1987–1991) (unpublished data, Norwegian Polar Institute) were used to estimate the extent of coastscapes defined by CAFF (2019) in Svalbard. See Appendix 2 for the classification of geomorphology categories into coastscapes. The coastscapes low gradient soft shores, lagoons and barrier islands, and estuaries were not distinguishable based on the geomorphological data available, but see Figure 6 for more details.

NPI mapped the geomorphological characteristics of much of the Svalbard coastline, including the grain size of beach sediments (Figure 5) and special features, such as lagoons, tidal flats, and river deltas (Figure 6). While the dataset requires a final quality check and updates due to subsequent glacial retreat, it is nonetheless the most complete dataset on Svalbard coastal geomorphology today, encompassing 77% of the coastline of Svalbard at 1 km resolution (8,739 km). The yet-unmapped coastline is primarily in Nordaustlandet, but also includes some newly exposed coastline that is the result of glacial retreat since the aerial pictures were taken in the late 1980s.

Figure 5. Coastline of Svalbard defined by sediment grain size, as classified from aerial photos (1987–1991) (unpublished data, Norwegian Polar Institute). Grey coastline indicates either unclassified coast or ice fronts. For ice fronts see also Figure 4.
Studies of biota in the intertidal zone were conducted at the same time in a collaborative project with the Institute of Oceanology Polish Academy of Sciences. They inspected, in total, 1400 km coastline by inflatable boats, targeting beaches/coastal habitats characteristic in intervals of 10 km coastline (e.g. gravel beach, sandy beach, boulder beach etc) from Isfjorden in the west to Storfjorden in the east (Weslawski et al. 1990, 1997, 1999); some selected sites were revisited in 2015 and 2016 (Weslawski et al. 2018).

The geomorphological and special feature data obtained from the NPI coastal mapping project were assigned to the CAFF coastscapes as indicated in Figures 5 and 6. Certain coastscapes were more easily mapped from the geomorphological data (i.e. ice fronts, rocky shores, and sea cliffs), while other ones were less easily identifiable from geomorphology alone and will require field investigations in the future to ensure correct classification. The CAFF coastscapes 'low gradient soft shores', 'estuaries' and 'lagoons and barrier islands' are therefore currently pooled for Svalbard (Figure 4). In CAFF, there is only one fjord coastscape, but we recommend dividing it further based on bathymetry (Figure 3). From Figure 5, we see that the two most dominant shoreline coastscapes in Svalbard are rocky shore and sea cliffs (32%) and low gradient soft shores (29%), followed by not mapped (23%), ice fronts (12%) and rapidly eroding shores (4%). The environmental status for the fjord and shoreline coastscapes in Svalbard is presented briefly below, with some future perspectives and recommendations for research and monitoring.

![Figure 6. Lagoons and polls (= small water ponds) in Svalbard, according to the Norwegian Polar Institute report (Haug et al. 2016) with delta and tidal flats from aerial photos (1987–1991; unpublished data, Norwegian Polar Institute) and river plains (Norwegian Polar Institute mapping data, 2014).]
3.1. Fjords

In Svalbard, fjords are commonly formed from drowned glacial valleys reaching depths down to 450 m, but typically they are shallower with one or more sills present. Ocean-shelf-fjord and land connectivity depend largely on the fjord’s geographical location (e.g. west or east Svalbard), its bathymetry and size, and whether there are marine terminating glaciers or river deltas present. Since these factors strongly impact the fjord’s biodiversity and productivity, we recommend dividing the fjord coastscape into four main types: 1) deep, open fjords, 2) semi-closed fjords, 3) shallow sill fjords (inner basin <120 m), and 4) deep sill fjords (inner basin >120 m). Deep open fjords are mainly located along west Spitsbergen (e.g. the well-studied Kongsfjorden). These are strongly influenced by warm Atlantic water and thus, harbour a more boreal community than elsewhere in Svalbard (Berge et al. 2015; Gluchowska et al. 2016; Hop et al. 2019a). These fjords are characterised by high biodiversity and productivity since they have a mixture of boreal and Arctic species and a long open water season (Hegseth et al. 2019; Hop et al. 2019a). In contrast, fjords where the advection of Atlantic water is restricted due to a shallow threshold (sill fjords) or a wide, shallow shelf (semi-closed fjords) are colder and often have seasonal ice cover. The semi-closed Rijpfjorden in Nordaustlandet and the deep sill fjord Billefjorden in inner Isfjorden, often have extensive seasonal ice cover. The semi-closed Rijpfjorden in Nordaustlandet and the deep sill fjord Billefjorden in inner Isfjorden, often have extensive seasonal ice cover. The semi-closed Rijpfjorden in Nordaustlandet and the deep sill fjord Billefjorden in inner Isfjorden, often have extensive seasonal ice cover.

Overall, the biodiversity of zoobenthos in Svalbard fjords is lower than in surrounding shelf seas, which is partly due to the effect of space availability and the often more stressful environment in fjords (e.g. high sedimentation, lower light availability, less mixing and sediment disturbance) (Molis et al. 2019). Among the marine zoobenthos distributed in the Barents-Greenland seas, less than 30% is found in the fjords (Wlodarska-Kowalczuk et al. 2012). High abundance of the benthic crustacean Lepidopecreum umbo and the mollusc Portlandia arctica are associated with cold Arctic conditions (Drewnik et al. 2017). A compilation of existing benthos monitoring in Svalbard is given in Appendix 5, for sampling locations and more details see Renaud and Bekkeby (2013).
Phytoplankton is regularly monitored in Svalbard, especially in fjords in western Svalbard (Hegseth et al. 2019); monthly studies are conducted in Adventfjorden year-round (Kubiszyn et al. 2017; Appendix 5). Some seasonal and time series studies also exist from Rijpfjorden (Leu et al. 2010, 2015; Hop et al. 2019b). With declining sea ice and warmer waters, the onset and magnitude of the ice algal and phytoplankton blooms are changing (Leu et al. 2015, Hegseth et al. 2019). Such distinct changes in bloom phenology are worrying since the grazers may partly miss the bloom (i.e. mismatch) with cascading impacts on higher trophic levels (Leu et al. 2011). Zooplankton abundance and community composition provide important information on the productivity and overall state of the marine fjord ecosystem (Gluchowska et al. 2016; Hop et al. 2019a). Zooplankton are important prey for many fish, seabirds, and marine mammals (Vihtakari et al. 2018) and zooplankton via seabirds fertilize the coastal tundra (Skrzypek et al. 2015). Zooplankton are not regarded as an essential FECs by CAFF in the fjord coastscapes (CAFF, 2019). However, zooplankton are an important ecosystem component in Svalbard fjords and we strongly recommend zooplankton to be monitored as an essential FEC here. In Svalbard, there is a mixture of Arctic and boreal zooplankton species. Most species are found everywhere in Svalbard, but in very different numbers depending on whether they are primarily Arctic or boreal. The relative proportion of Arctic versus boreal (Atlantic) species and vice versa provides information on the overall "fjord climate" (e.g. Leu et al. 2011; Gluchowska et al. 2016; Hop et al. 2019a). The Arctic copepod *Calanus glacialis* and the North Atlantic *C. finmarchicus*, are regarded valid climate indicator species for respective cold and warm sea climate in Svalbard (e.g. Hop et al. 2019a). Long zooplankton time series exists from several fjords in west Svalbard Kongsfjorden since 1998 (Hop et al. 2019a); Hornsund since 1987 (Węsławski et al. 1991), and Isfjorden since 2001 (Amkværn et al. 2005; Gluchowska et al. 2016, Christensen et al. 2018) and from northeast Svalbard (Rijpfjorden since 2003; Søreide et al. 2010; Weydmann et al. 2013, Hop et al. 2019b), while in eastern Svalbard only a few sporadic studies exist (e.g. Weslawski et al. 1997; Hirche and Kosobokova 2011).
Svalbard fjords are vital habitats for all of the Arctic endemic marine mammal species in the region, including ringed seals, bearded seals, walruses, polar bears, and white whales (Storrie et al. 2018; Bengtsson et al. 2020); the rarer whale species, bowheads, and narwhals also visit fjord environments intermittently, though they spend most of their time in recent decades in the marginal ice zone. Svalbard fjords are becoming important habitats for migratory whales since more Atlantic water comes into the fjords, which again leads to increase in the biomass of boreal fish species and krill (Berge et al. 2015; Misund et al. 2016; Vihtakari et al. 2018). Additionally, harbour seals that have previously been restricted to Prins Karls Forland furthest West, are now occupying many fjords along the west coast of Spitsbergen. Soft-bottom communities within fjords provide food for benthic foraging marine mammals, such as walruses, bearded seals, and white whales. Additionally, young seals of all species target shallow coastal waters to feed on amphipods and other available prey. Fish are important food for many marine mammals and recently a marked change in fish communities in western Svalbard has been documented (Berge et al. 2015), and a significant change in movement patterns has been detected for white whales that suggests that a change in diet has taken place, with the whales spending more time in fjords where Atlantic fish species dominate (Hamilton et al. 2019c). Sea bird diets have also changed according to the available prey species as a result of warming within the fjords (Vihtakari et al. 2018). Some species do not readily shift diet, and these species are likely to suffer negative consequences as the community changes (e.g. Hamilton et al. 2019c). Strong year classes of Atlantic cod combined with massive intrusions of warm Atlantic waters into the west-facing deep fjords have been beneficial for those feeding on them, while for most others this large cod fish is a new predator in the system; which is likely to put pressure on polar cod, a key Arctic fish species that has been a very important trophic linkage in the past (Nahrgang et al. 2014).

3.2. **Low Gradient Soft Shores, Lagoons and Barrier Islands, and Estuaries**

3.2.1. **Low gradient shores**

Low gradient shores with varying thicknesses of surficial materials over bedrock, characterised by mudflats, wetlands, and beaches are widely found in Svalbard (Figure 4). A closer look at beaches in Svalbard and their grain size (Figure 5) shows that sandy and stony beaches dominate (44%), followed by sandy and stony beaches with boulders (7%). There are only a few: clay (1%), sandy (1%) and boulder (1%) beaches identified within the archipelago. Estuaries, lagoons, and barrier islands are also naturally included in the beaches above, but these are very special ecosystem features and thus, defined as their own coastscapes by CAFF (2019). A compilation of where these unique coastscapes are located can be found in Figure 6, but for tidal flats and river deltas only old, not quality controlled data exist and thus the classification of this coastscape needs to be revisited.

3.2.2. **Lagoons and Barrier Islands**

Lagoons are a common feature in Svalbard (Figure 6). These highly productive ecosystems are important feeding grounds and resting sites for migratory birds and resident marine mammals. Lagoons are transitional zones between land and sea, with variable physical and chemical conditions depending on their morphology, inflow of freshwater, and degree of exchange with the open marine system (Dunton et al. 2012). These systems are extensively studied along the Alaskan Arctic coastline, which supports large populations of migratory fish and waterfowl that are essential to the culture of Iñupiat communities (Harries et al. 2018). In Svalbard, however, lagoons are poorly studied. Based on aerial photography, NPI has identified as many as 127 lagoons (Figure 6). Most of these lagoons are very shallow, and approximately two thirds of them have a visible opening to the sea. Many of these lagoons are also strongly influenced by glaciers, either terminating in the lagoon, or delivering glacial melt water to
the lagoon via rivers (Haug et al. 2016). Svalbard's lagoons are important habitat for several species of birds, anadromous Arctic charr, and also for some marine mammals. In particular shallow, extensive tidal flats may be important feeding grounds for birds (Haug et al. 2016). A preliminary study in Richardlaguna (Forlandet) indicated high abundances of soft-bottom benthos, littoral amphipods, and small fish (e.g. sculpins, McKnight 2019). In general, there are very few data available on physical and biogeochemical conditions, or the biological communities in these lagoons, and there is an urgent need for more knowledge on salinity and depth, benthic community composition and sediment properties, habitat use by higher trophic animals and mapping of coastal geology and lagoons in Svalbard (Haug et al. 2016).

3.2.3. Estuaries

River estuaries are highly dynamic environments in both space and time, where strong physical and chemical gradients play a key role in structuring biological communities. In Svalbard, a large number of rivers drain to the coast (Figure 5), many of which are glacier-fed. Some of the larger rivers have given rise to extensive braided deltas and tidal flats, which provide important habitats for seabirds, waders and other shorebirds (Haug et al. 2016). River discharge in Svalbard is highly seasonal with nearly all runoff occurring between May/June and September (Nowak et al. 2021) and most rivers freeze during the winter. These estuaries are particularly vulnerable to climate change, given that runoff in Svalbard is expected to increase dramatically, due to increases in glacial melt, melting of permafrost, and precipitation (Adakudlu et al. 2019; Hansen-Bauer et al. 2019; Nowak et al. 2021).

Biological communities in estuarine habitats need to cope with a high degree of variability in salinity, temperature, sedimentation, light, nutrient availability, and strong water currents linked to estuarine circulation patterns. Svalbard's estuaries receive large fluxes of particulate matter, leading to high light attenuation in turbid river plumes, as well as high sedimentation rates (e.g. Weslawski et al. 1999). Furthermore, given the high rate of removal of particulate matter and associated nutrients, organic matter, and terrestrially-derived contaminants (such as mercury), there is a substantial delivery of terrigenous material to estuarine sediments, with important implications for benthic communities. Soft-bottom benthic communities in these areas are thus, often low in species richness and biomass and show abrupt changes in species numbers and biomass across the tidal flats into the fjord basin (Figure 7). Taxa that are able to cope with high sedimentation rates dominate, such as the deposit feeding bivalves Macoma sp. and Chaetozone sp., as well as the motile filter-feeding bivalve Thyasira sp. (Włodarska-Kowalczuk et al. 2012; Pedersen-Uglestad 2019). Waders feed extensively in tidal flat areas and their numbers in Svalbard appear to be increasing. Tidal flats have the potential to harbour brackish water diatom colonies and other groups of eukaryotic algae and cyanobacteria. Such microphytobenthos communities have been found in Adventfjorden (Kviderová et al. 2019; Wiktor et al. 2016). The phenomenon and significance of the occurrence of such autotrophic communities should be the target of future research.

Salmonids are considered an essential FECs in soft shores, lagoons, and river estuaries (CAFF, 2019). In Svalbard, there are three different species of anadromous salmonids: Arctic charr (Salvelinus alpinus), Atlantic salmon (Salmo salar) and pink salmon (Oncorhynchus gorbuscha). Arctic charr have a circumpolar distribution and are the world's northernmost freshwater fish and the only freshwater fish that lives and reproduces in watercourses in Svalbard. There are two main forms; a stationary form that stays in fresh water throughout its life and anadromous char which migrate into the marine environment in the summer for four to eight weeks, feeding in nearshore waters. There are probably 100–150 lakes with stationary charr, while populations of anadromous Arctic charr are found in approximately 20 lake systems in Svalbard. There is currently little knowledge about the anadromous Arctic charr migrations and habitat use in the marine environment in Svalbard. Atlantic salmon and pink salmon are relatively new species in Svalbard and most likely do not reproduce successfully within the archipelago (yet). Pink salmon is an alien species that has been monitored
in Svalbard since 2015\textsuperscript{7}. New data indicates that there is dietary overlap in nearshore areas and hence, competition between anadromous Arctic charr and pink salmon.

### 3.3. Rocky Shores and Sea Cliffs

The rocky shores and sea cliffs coastscape are the dominant coastscape in Svalbard (Figure 4). Waves or strong currents remove all loose material from exposed rocky shores, and the shores can be steep and reach considerable depths within a short distance from land. The rocky coast is a biologically rich environment and can include many different habitat types, such as steep rocky cliffs, platforms, rock pools, and boulder fields. Sea bird cliffs are a prominent feature within this coastscape (Figure 8). Warmer sea temperatures and less sea ice have already significantly changed the rocky shore intertidal (Weslawski et al. 2018) and sublittoral zone in Svalbard (Kortsch et al. 2012; Al-Hababbeh et al. 2020). The majority of macrophyte species and biomass is found along sheltered fjordic coastlines (Kruss et al. 2006; Bischof et al. 2019; Fredriksen et al. 2019) and a five-fold increase in seaweed coverage in west Spitsbergen has been recorded.

\textsuperscript{7} For more information contact G. Christensen, Akvaplan-niva, Tromsø

Figure 8. Seabird colonies in Svalbard (Strøm et al. 2008). The majority of the 20 species of seabirds in Svalbard hatch and raise their young close to the coast.
since 1984 (Kortsch et al. 2012; Weslawski et al. 2018; Bischof et al. 2019). In east Svalbard, ice scouring is still restricting macroalgal establishment in the intertidal zone; it occurs primarily beyond 3 m depth in eastern Svalbard. Underwater “forests” of macroalgae are an important nursery ground for many invertebrates and fish species and facilitate a rich species diversity and assemblage. Seafloor mapping to identify suitable substrates for macroalgae may therefore be an important task to identify areas of special biological value (e.g. Bekkeby et al. 2017). Common fishes associated with kelp include several species of sculpins which is an understudied focal ecosystem component in Svalbard coastal regions. Reappearance of the blue mussel in Isfjorden in 2005, after 1000 years of absence, is one of many results of ongoing climate warming (Berge et al. 2005) and currently blue mussels are commonly spotted in the intertidal zone in Isfjorden (Leopold et al. 2018).

The kelp-barnacle (Fucus-Balanus) assemblages covering the rocky shoreline of western Spitsbergen, there warm Atlantic water prevent sea ice to form, is the intertidal assemblage with the highest biomass in Svalbard (Weslawski et al. 1992). In eastern Svalbard, Balanus spp. were not detected in the intertidal zone in the 1990s (Weslawski et al. 1992). However, with less sea-ice scouring the previously identified cut-off border for Balanus at Sørkapp has moved further East and North with tiny Balanus spp. now settling in the intertidal zone in Storfjorden.

3.4. Rapidly Eroding Shores

The combination of permafrost-rich, soft coastal sediments often with in-ground ice are typical for rapidly eroding shores. This is the dominant coastscape along the Beaufort Sea in Canada and Alaska, and along the coasts of the Laptev and eastern Siberian Seas in Russia (Lantuit et al. 2012). In Svalbard, this coastscape is spatially very limited (<5%). Biota is particularly scarce and the biodiversity poor in this extreme environment. All types of FEC birds (e.g. waterfowl, omnivorous, diving planktivores, surface and diving piscivores are considered essential here, in addition to phytoplankton, zooplankton, and pelagic fishes (CAFF, 2019). In Svalbard, this coastscape is poorly studied and it will probably remain little studied in the years to come since other more ecologically important coastsapes will be prioritized to study. When it comes to physical changes, these rapidly eroding shores may experience large losses of mass, as well as large collapses due to melting ground ice.

3.5. Ice Fronts

Glaciers that terminate at the sea, so-called tidewater glaciers, form a type of unique coastscape. In Svalbard, over 150 such tidewater glaciers are spread across the archipelago, with frontal areas that stretch across approximately 1000 km of Svalbard’s coastline (Figure 4; Dowdeswell 1989; Blaszczyk et al. 2009). Some tidewater glaciers sit on the seafloor, while others have floating termini; the floating glaciers are particularly active, calving glacier ice into the fjords, producing large floating ice islands or icebergs of variable sizes that melt and freshening the surface waters. However, all tidewater glaciers contribute significant amounts of freshwater to the fjords, particularly during the summer melt period, when glacial rivers have their greatest outflows and calving is not restricted by the presence of landfast ice that usually forms in at least the inner parts of fjords in winter in Svalbard. The outflows from tidewater glaciers significantly impact the circulation patterns in fjords (Sundfjord et al. 2017); wind driven forcing combined with glacier river outputs cause upwelling and mixing at glacier fronts that induce seasonal productivity hotspots (Meire et al. 2016); zooplankton advected from the outer parts of the fjord towards the glacier fronts when fjord water replaces surface waters pushed offshore add to the diversity and biomass of zooplankton available in these areas (Lydersen et al. 2014). Nutrient rich sediments at tidewater glacier fronts create areas where krill and other invertebrates aggregate (Deja et al. 2019). High fish densities, particularly high concentrations of polar cod, occur in the cold water refugias created by glacier outputs, feeding on the invertebrates that occupy these waters (particularly when the fronts are deep; Szczucka et al. 2017).

---

8 Observation by JE Søreide, UNIS, September 2020
The presence of both large zooplankton and fish attract top predators including sea birds, seals and Arctic whales to tidewater glacier fronts (Lydersen et al. 2014; Urbanski et al. 2017). Surface-feeding seabirds including kittiwakes, fulmars, arctic terns, and glaucous gulls are the most common avian species at tidewater glacier fronts in Svalbard (Draganska-Deja et al. 2020). They occur in extremely high concentrations, intermittently, when upwelling is very pronounced, leading to prey being available at the surface. Diving predators, including seals and whales can take advantage of prey at depth and hence, are found more consistently at tidewater glacier fronts, though they also seem to specifically target plumes of subglacial discharge that appear to concentrate prey (Everett et al. 2018). Ringed and bearded seals also take advantage of the availability of glacier ice pieces, which they use as resting platforms when annually formed ice is not available (Hamilton et al. 2019b). Bearded seals have also started to give birth and nurse their young on floating glacier ice pieces, following the collapse of fast-ice formation in west coast fjords 1.5 decades ago (Kovacs et al. 2020a). In Svalbard, adult ringed seals live in close association with tidewater glacier fronts on a year-round basis, occupying small territories that encompass only one or a few glacier fronts (Figure 9; Hamilton et al. 2016a, b, 2019b). Calved glacier ice freezes into annually formed landfast ice, when fjords freeze in the fall creating areas where snow accumulates on the sea ice, which in turn creates ringed seals breeding habitat. Such areas are important spring hunting habitat for polar bears when females first emerge from dens with young cubs that cannot swim long distances (Freitas et al. 2012; Hamilton et al. 2017). White whales in Svalbard also spend most of their time at tidewater glacier fronts in Svalbard (Lydersen et al. 2001; Vacquie-Garcia et al. 2019). In a recent survey of white whales in Svalbard waters, 82% of whales seen were associated with tidewater glacier fronts (Vacquié-Garcia et al. 2020).

Figure 9. GPS locations (n=62,000) from six tagged ringed seals in Kongsfjorden Svalbard during 2011–2013, displaying this species’ tight association with tidewater glacier fronts (ringed seal data presented in a track format in Hamilton et al. 2019b).
This important habitat for Arctic animals in Svalbard is currently threatened by global warming, with tidewater glaciers melting and withdrawing onto shore rapidly (e.g. Blaszyk et al. 2009). These areas have received limited research attention in the past because they are highly dynamic and logistically challenging to work in. However, new robotic (underwater drone) technology will allow for rapid advances in knowledge of these important/threatened habitats (Hop et al. 2019c; Howe et al. 2019).

### 3.6. Seasonal Ice Edge Habitat

Most studies in the above coastscapes are conducted in summer, but all the listed coastscapes (especially those in northern and eastern Svalbard) feature sea ice in winter and spring. These seasonal sea-ice environments provide habitats that are critical for the survival of many ice dependent birds and mammals (see Ice Front coastscape; Hamilton et al. 2017; Vacquié-Garcia et al. 2017; Lone et al. 2018; Kovacs et al. 2020b; Gilg et al. 2016), and for an under-studied assemblage of biota inside the sea ice itself (Leu et al. 2010; Bluhm et al. 2018; Marquardt et al. 2018). Plants and animals living inside of sea ice are termed ‘sympagic’ (= living with ice). Microscopic algae specialized to grow under low light conditions in sea ice (ice algae) may start to bloom up to two months earlier than the pelagic phytoplankton spring bloom (Leu et al. 2010, 2015; Søreide et al. 2010). An unknown number of tiny larvae take advantage of this early nutritious food source after a long unproductive winter by migrating from the water column or seafloor into the mosaic of brine channels inside sea ice. Here, they can feed safely since most predators are too large and inflexible to access this brine-channel habitat. Sympagic meiofauna has barely been studied in Svalbard or elsewhere in the Arctic (Wiktor and Szymelfenig 2002) since sampling can be challenging and larval species identification is tricky. Available studies show that these small metazoans can be very numerous (>100,000 ind. m⁻²) in the bottom 3 cm of landfast sea ice in Svalbard (Pitusi 2019) and that nematodes dominate, followed by polychaete juveniles and eggs of various species (including those of polar cod). In addition, high numbers of ciliates have been observed. Ongoing barcoding and ecological studies (Marquardt et al. 2018; Pitusi 2019; Andreasen 2019) will eventually increase our knowledge of these unique sea-ice communities and thus their broader importance in Arctic coastal ecosystems which is urgent due to the rapid decline in coastal sea ice (see above Figure 1).

### 4. Connections and synergies with other SESS report chapters

Coastal ecosystems in Svalbard are impacted by large scale atmospheric (Viola et al. 2019; Sipilä et al. 2020) and oceanic circulation patterns (Bensi et al. 2020), pushing heat, nutrients and organisms northwards into the fjords and nearshore (Cottier et al. 2019; Edwards et al. 2020). This again impacts coastal sea-ice formation (Gerland et al. 2020) and land-to-sea interactions with earlier onset of snow melt (Killie et al. 2021), glacier melt (Schuler et al. 2020), permafrost thawing (Christiansen al. 2021) and prolonged river runoff (Nowak et al. 2021). Further, pollution is a major threat and negative impacts of microplastics may be of special concern for Arctic coastal ecosystems (Singh et al. 2021). Autonomous observatories (Cottier et al. 2019, Hann et al. 2021) and remote sensing (Karlsen et al. 2020) will be important tools in the years to come to understand the highly dynamic and complex coastal environments.
5. Unanswered questions

The coastal areas in Svalbard are subject to substantial socio-economic impact, providing a range of ecosystem services, ranging from local recreation to large scale tourism operations, shipping and fisheries (Misund et al. 2016; Stocker et al. 2020). Increased marine activities, combined with climate change, will create new challenges for future coastal management in Svalbard. Seasonal baseline studies of key drivers, biodiversity and bio-indicators will be necessary to detect, understand, and mitigate changes in Svalbard coastscapes. Models of ecological changes are likely to be important tools for predicting future coastal change. However, the lack of baseline data and the complexity of coastal environments urge for continued and expanded monitoring to track changes and provide inputs to model development and scenario-building. Some fundamental, overarching questions are:

- Can we differentiate climate change impacts from seasonal and natural variability, when baseline data are largely lacking from the physical and biological environment?
- Do lack of species identification, or misidentification, combined with limited knowledge on species and ecosystem resilience lead to erroneous predictions regarding future climate change impacts?
- Which focal ecosystem components are the most important to monitor in the different coastscapes in Svalbard?
- What is the ecological role of the understudied unique nature types in coastal Svalbard: lagoons, river deltas/tidal flats and seasonal sea ice?
- Are the rates of environmental and ecosystem changes in the colder, poorly studied northern and eastern regions of Svalbard similar to those recorded in the warmer region of western Svalbard?

6. Recommendations for the future

There is an urgent need for more comprehensive monitoring of physical, biogeochemical, and biological parameters in coastal environments in Svalbard. Such monitoring data are vital to meet the needs of communities, industry, academia, and our national government’s management of coastal ecosystems in the Arctic, as well as meeting Norway’s commitments and responsibilities to international objectives, such as those outlined in the Arctic Biodiversity Assessment (CAFF, 2013) and by the Convention on Biological Diversity. This requires the application of multi-disciplinary studies gathering circum-Svalbard data through various observational methods ranging from satellite data to local community-based observations and measurements. These new data should be connected to and possibly adjusted according to existing monitoring programs to enable long-term databases. For this, there is a need for integrated knowledge exchange across disciplines and communication between diverse research teams in order to coordinate ongoing monitoring efforts, opportunities, and future plans. Below, some key recommendations:

- Improve international coordination and cooperation to develop and maintain the infrastructure and activities required to achieve a more holistic and cost-efficient coastal observatory in Svalbard.
- Generate a list of Svalbard-specific standard coastscapes (i.e. nature types).
- Agree on a list of essential focal ecosystem components (e.g., bio-indicators) to be monitored in these coastscapes.
- Monitor environmental and ecosystem trends in both the warm and the cold regions in Svalbard.
- Adopt new methods (e.g. molecular methods)

---

9 [https://www.cbd.int/cop/](https://www.cbd.int/cop/)
10 See also recommendations for future research and monitoring in Appendix 6.
and technology (e.g. autonomous observatories, remote sensing) to secure cost-efficient long-term data series.

7. Data availability

Coastal environmental data from Svalbard are many and diverse, and are not found through one portal. In Appendix 5, we have compiled monitoring and long-time series data from Svalbard coastal waters relevant for this chapter. This is a work in progress. Datasets listed below will be available through the SIOS data access portal with links and contact information to where the data are stored. Some of the data sets are currently under work and not yet published, but within year 2021 they should be available and therefore they are included here. Further, we recommend a closer look at the recent established Svalbard coastal data base, where all archival taxa data observation from Svalbard from 1983 till present from Institute of Oceanology, Polish Academy of Science (IOPAN) are stored, including photos: https://adamant.iopan.pl/ adamant/taxa_observations/. This is a dynamic database which will be continuously supplied with new data from also others in the future.
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Cruise tourism in Svalbard has increased the last decade especially among smaller expedition cruises that offer landings (= ‘ilandstigninger’ in Norwegian, see map, source: The Governor in Svalbard). The number of these expedition vessels (24 to 59 vessels) and passengers (10,040 to 21,000 passengers) has doubled from 2008 to 2018 (Stocker et al. 2020). Large overseas cruise ships offer primarily landings in Longyearbyen, the main settlement in Svalbard (not included in map below). The number of these overseas ships has actually decreased from 2008 to 2018 (28 to 15 ships) but the ships have become larger so the number of overseas cruise passengers has almost doubled (28,697 to 45,900 passengers; Stocker et al. 2020). West Spitsbergen is the most visited region in Svalbard. However, reduction in sea ice has opened up for more landings in northern and eastern Svalbard and allowed for an extension by starting earlier and ending later the operational season. For more detailed information see Stocker et al. 202011:

Geomorphological data from aerial photos (1987–1991) (unpublished data, Norwegian Polar Institute) were used to estimate the extent of coastscapes defined by CAFF\textsuperscript{12} in Svalbard. This table show how geomorphology and special feature classifications from NPI were assigned to the CAFF coastscapes.

<table>
<thead>
<tr>
<th>CAFF Coastscapes</th>
<th>NPI coastal mapping for Svalbard</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Geomorphology classifications</td>
</tr>
<tr>
<td>Rapidly Eroding Shores</td>
<td>Talus cones</td>
</tr>
<tr>
<td></td>
<td>High cliff of unconsolidated material</td>
</tr>
<tr>
<td></td>
<td>Low cliff of unconsolidated material</td>
</tr>
<tr>
<td>Lagoons and Barrier Islands</td>
<td>Barrier (beach ridge)</td>
</tr>
<tr>
<td>Estuaries</td>
<td>Miscellaneous</td>
</tr>
<tr>
<td>Low Gradient Soft Shores</td>
<td>Rocky shore</td>
</tr>
<tr>
<td></td>
<td>Low cliff of bedrock</td>
</tr>
<tr>
<td>Rocky Shores and Sea Cliffs</td>
<td>High cliff of bedrock</td>
</tr>
<tr>
<td>Ice Fronts</td>
<td>Glacier front terminating in the sea</td>
</tr>
</tbody>
</table>

Coastscape description and distribution as defined by CAFF 2019.

<table>
<thead>
<tr>
<th>COASTSCAPES</th>
<th>GENERAL DESCRIPTION AND DISTRIBUTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fjords</td>
<td>Long narrow inlets with steep sides and cliffs usually formed by Quaternary sub-sea level glacial erosion. They are commonly headed by tide water glaciers with associated melt water streams, and feature frequent small lateral side streams with small deltas and estuaries. Fjords are the predominant coastscape in Norway, Iceland, Greenland and the eastern Canadian Arctic.</td>
</tr>
<tr>
<td>Rapidly Eroding Shores</td>
<td>Coastal areas with soft shores, often containing significant ground ice, that are eroding at moderate to rapid rates to create offshore bars, spits and mudflats. Occur mostly along the southern coast of the Beaufort, East Siberian, and Laptev Sea.</td>
</tr>
<tr>
<td>Lagoons and Barrier Islands</td>
<td>Coasts that feature low-lying, shallow, brackish lake and wetland systems protected from the ocean by barrier bars and spits, usually connected by a relatively small stream that flows in both directions with the tide. Frequently flooded by storms that can significantly alter salinity and turbidity characteristics. Often occur with Rapidly Eroding Shore and Low Gradient Soft Shores Coastscape that supply sediment for land building. Common in Russia, Alaska, and Canada along the Bering, Chukchi, and Beaufort Sea, and along the Iceland coasts.</td>
</tr>
<tr>
<td>Rocky shores and Sea cliffs</td>
<td>Low gradient to steep coasts (including sea cliffs) with exposed bedrock to the waterline that frequently include rock pools, beaches and small wetlands. Scattered throughout the Arctic and often associated with the Fjord Coastscape.</td>
</tr>
<tr>
<td>Estuaries</td>
<td>Estuaries develop at the mouths of most rivers where sediments are deposited. Often featuring extensive low gradient networks of wetlands, streams and brackish ponds with broad mudflats. Occur along the Arctic coast wherever rivers enter the sea; ranging from very small to very large estuaries such as the Lena, Ob, Yukon and Mackenzie.</td>
</tr>
<tr>
<td>Low Gradient Soft Shores</td>
<td>Low gradient coasts with varying thickness of surficial materials over bedrock, and characterised by mudflats, wetlands, and beaches. Scattered throughout the Arctic, but cover large coastal areas of the Canadian Arctic Archipelago, along the Alaskan Chukchi and Beaufort Sea, and along the Russian and Icelandic coasts.</td>
</tr>
<tr>
<td>Ice Fronts</td>
<td>Ice Fronts develop where glaciers reach the sea and usually produce floating ice by calving from the glacier front. They occur predominately on the east coast of Greenland, but also in the Baffin Bay area, in southern Alaska and on Svalbard, Norway. Meltwater emanating seasonally from the bottom of the glacier rises as a plum to the surface providing nutrients for lower trophic levels, and supports productive populations of surface feeding seabirds, diving seabirds and marine mammals.</td>
</tr>
</tbody>
</table>

---

List of essential Focal Ecosystem Components (FECs). The selection of FECs for each coastscape followed a stochastic dominance process based on selection criteria established by the Coastal Expert Monitoring Group (CEMG). They were assessed based on input from CEMG FEC workshops and selected scientists. For more detailed information see CAFF 2019.

<table>
<thead>
<tr>
<th>ESSENTIAL FECs</th>
<th>COASTSCAPES</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rocky Shores</td>
</tr>
<tr>
<td>Waterfowl</td>
<td>X</td>
</tr>
<tr>
<td>Seabirds: omnivores</td>
<td>X</td>
</tr>
<tr>
<td>Seabirds: diving planktivore</td>
<td>X</td>
</tr>
<tr>
<td>Seabirds: surface piscivores</td>
<td>X</td>
</tr>
<tr>
<td>Seabirds: diving piscivores</td>
<td>X</td>
</tr>
<tr>
<td>Seabirds: benthivores</td>
<td>X</td>
</tr>
<tr>
<td>Subtidal flora, intertidal macroalgae</td>
<td>X</td>
</tr>
<tr>
<td>Pinnipeds</td>
<td>X</td>
</tr>
<tr>
<td>Whales</td>
<td>X</td>
</tr>
<tr>
<td>Pelagic fishes</td>
<td>X</td>
</tr>
<tr>
<td>Demersal fishes</td>
<td>X</td>
</tr>
<tr>
<td>Salmonids</td>
<td>X</td>
</tr>
<tr>
<td>Phytoplankton</td>
<td>X</td>
</tr>
<tr>
<td>Meso- and macrozooplankton</td>
<td>X</td>
</tr>
<tr>
<td>Benthos</td>
<td>X</td>
</tr>
<tr>
<td>Large herbivores</td>
<td>X</td>
</tr>
<tr>
<td>Coastal wetlands</td>
<td>X</td>
</tr>
</tbody>
</table>

---

Appendix 5

Data sets referred to through various publications in this chapter. The datasets are primarily ongoing monitoring and long-time series on the physical, chemical and biological environment in Svalbard coastal waters. These datasets are (or will be within 2021) available through the SIOS Data Access Portal\textsuperscript{15}. In this metadata portal general information on the metadata and links to the data themselves are provided. The compilation of environmental coastal data from Svalbard is work in progress. The overall aim is to make relevant coastal data from Svalbard more easily available to the scientific and public community.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Parameter Description</th>
<th>Period</th>
<th>Location</th>
<th>Metadata access (URL)</th>
<th>Dataset provider</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical –chemical environment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hydrography</td>
<td>Water column temperature and salinity</td>
<td>1996-present</td>
<td>Hornsund and Kongsfjorden</td>
<td>Data will be available from 2021 through the IOPAN data portal, <a href="http://www.iopan.gda.pl/index.html">http://www.iopan.gda.pl/index.html</a></td>
<td>IOPAN <a href="mailto:office@iopan.gda.pl">office@iopan.gda.pl</a></td>
</tr>
<tr>
<td>Hydrography</td>
<td>Water column temperature and salinity Waves and tides</td>
<td>2013-present</td>
<td>Hornsund</td>
<td>Data will be available from 2021 through IG PAS Data Portal – <a href="http://dataportal.igf.edu.pl">http://dataportal.igf.edu.pl</a></td>
<td>Mateusz Moskalik (IG PAS) <a href="mailto:mmosk@igf.edu.pl">mmosk@igf.edu.pl</a></td>
</tr>
<tr>
<td>Hydrography</td>
<td>Water column temperature and salinity</td>
<td>1990-present</td>
<td>Isfjorden</td>
<td>Data will be available from 2021 through Integrated Arctic Earth Observing System (sios-svalbard.org)</td>
<td>Ragnheid Skogseth (UNIS) <a href="mailto:RagnheidS@UNIS.no">RagnheidS@UNIS.no</a></td>
</tr>
<tr>
<td>Fast ice cover</td>
<td>Percentage of fjord area</td>
<td>Monthly (Feb-Jun) since 2003</td>
<td>Inner Kongsfjorden</td>
<td>Data will be available from 2021 through data.npolar.no/dataset/74c7b236-b94d-48c5-a665-ffcd54e8e1b7</td>
<td>Sebastian Gerland (NPI) <a href="mailto:sebastian.gerland@npolar.no">sebastian.gerland@npolar.no</a> Olga Pavlova (NPI) <a href="mailto:olga.pavlova@npolar.no">olga.pavlova@npolar.no</a></td>
</tr>
<tr>
<td>Sea ice</td>
<td>Time lapse photography</td>
<td>2015-present</td>
<td>Hornsund</td>
<td>Data will be available from 2021 through IG PAS Data Portal – <a href="http://dataportal.igf.edu.pl">http://dataportal.igf.edu.pl</a></td>
<td>Mateusz Moskalik (IG PAS) <a href="mailto:mmosk@igf.edu.pl">mmosk@igf.edu.pl</a></td>
</tr>
<tr>
<td>Sedimentology</td>
<td>SSC Sediment flux LOI</td>
<td>2015-present</td>
<td>Hornsund</td>
<td>Data will be available from 2021 through IG PAS Data Portal – <a href="http://dataportal.igf.edu.pl">http://dataportal.igf.edu.pl</a></td>
<td>Mateusz Moskalik (IG PAS) <a href="mailto:mmosk@igf.edu.pl">mmosk@igf.edu.pl</a></td>
</tr>
</tbody>
</table>

\textsuperscript{15} https://sios-svalbard.org/metadata_search
<table>
<thead>
<tr>
<th>Biogeochemistry</th>
<th>Chlorophyll a (mg/m^3)</th>
<th>2000-present</th>
<th>Kongsfjorden and adjacent shelf</th>
<th><a href="https://data.npolar.no/dataset/6a4eaafa-10da-40d5-9a52-0268afbed4aa">https://data.npolar.no/dataset/6a4eaafa-10da-40d5-9a52-0268afbed4aa</a></th>
<th>Haakon Hop (NPI) <a href="mailto:haakon.hop@npolar.no">haakon.hop@npolar.no</a> Anette Wold (NPI) <a href="mailto:anette.wold@npolar.no">anette.wold@npolar.no</a></th>
</tr>
</thead>
<tbody>
<tr>
<td>Nutrients (mmol/m^3)</td>
<td>POC/PON (µg/L)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seasonal Time Series</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Isfjord-Adventfjorden time series (IsA)</td>
<td>Hydrography</td>
<td>Bi-weekly to monthly data since 2011; all year</td>
<td>Adventfjorden (approx. 90-m depth)</td>
<td>In preparation for SIOS portal Data in NIRD</td>
<td>Anna Vader (UNIS) <a href="mailto:anna.vader@unis.no">anna.vader@unis.no</a></td>
</tr>
<tr>
<td></td>
<td>Nutrients</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Phytoplankton taxonomy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Chlorophyll a DNA (water)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Zooplankton community</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Isfjorden Marine Observatory Svalbard (IMOS)</td>
<td>Hydrography</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nutrients</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Phytoplankton taxonomy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Chlorophyll a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Zooplankton community</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ecosystem monitoring in coastal waters of Svalbard &quot;Økokyst Svalbard&quot;</td>
<td>Physical parameters (temperature, salinity, oxygen)</td>
<td>Monthly data; May-September 2018</td>
<td>Three stations in Isfjorden and Hornsund (2019-2020)</td>
<td><a href="https://vannmiljo.miljodirektoratet.no/">https://vannmiljo.miljodirektoratet.no/</a></td>
<td>Guttorm Christensen (Akvaplan-niva) <a href="mailto:guttorm.christensen@akvaplan.niva.no">guttorm.christensen@akvaplan.niva.no</a></td>
</tr>
<tr>
<td></td>
<td>Water chemistry Phytoplankton Zooplankton Soft bottom benthic fauna Settlement plates</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plankton</td>
<td>Phytoplankton diversity</td>
<td>2000-present</td>
<td>Kongsfjorden and adjacent shelf</td>
<td><a href="https://data.npolar.no/dataset/6a4eaafa-10da-40d5-9a52-0268afbed4aa">https://data.npolar.no/dataset/6a4eaafa-10da-40d5-9a52-0268afbed4aa</a> (work in progress)</td>
<td>Haakon Hop (NPI) <a href="mailto:haakon.hop@npolar.no">haakon.hop@npolar.no</a> Anette Wold (NPI) <a href="mailto:anette.wold@npolar.no">anette.wold@npolar.no</a> Philipp Assmy (NPI) <a href="mailto:philipp.assmy@npolar.no">philipp.assmy@npolar.no</a></td>
</tr>
<tr>
<td></td>
<td>Abundance (cells/L)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zooplankton</td>
<td>Abundance (Ind/m^3)</td>
<td>1996-present (every July)</td>
<td>Kongsfjorden and adjacent shelf</td>
<td><a href="https://data.npolar.no/dataset/6a4eaafa-10da-40d5-9a52-0268afbed4aa">https://data.npolar.no/dataset/6a4eaafa-10da-40d5-9a52-0268afbed4aa</a> (work in progress)</td>
<td>Haakon Hop (NPI) <a href="mailto:haakon.hop@npolar.no">haakon.hop@npolar.no</a> Anette Wold (NPI) <a href="mailto:anette.wold@npolar.no">anette.wold@npolar.no</a></td>
</tr>
<tr>
<td></td>
<td>Abundance (Ind/m^3)</td>
<td>2005; 2014-2019</td>
<td>Van Mijenfjorden</td>
<td>In preparation for SIOS portal Data in NIRD</td>
<td>Janne Søreide (UNIS) <a href="mailto:janne.soreide@unis.no">janne.soreide@unis.no</a></td>
</tr>
<tr>
<td>Dataset</td>
<td>Parameter</td>
<td>Period</td>
<td>Location</td>
<td>Metadata access (URL)</td>
<td>Dataset provider</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>----------------------------------</td>
<td>-----------------------</td>
<td>-----------------------------------</td>
<td>-------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Sea-ice flora and fauna</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sympagic meiofauna</td>
<td>Abundance (Ind/m²)</td>
<td>2014-present</td>
<td>Svalbard landfast ice</td>
<td>In preparation for SIOS portal Data in NIRD</td>
<td>Janne Søreide (UNIS) <a href="mailto:jannesoreide@unis.no">jannesoreide@unis.no</a></td>
</tr>
</tbody>
</table>

**Benthic invertebrates**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Soft bottom benthos</td>
<td>Sublittoral macrofauna Taxonomy Biomass Density Photography</td>
<td>1996-present</td>
<td>Hornsund and Kongsfjorden</td>
<td>Data will be available from 2021 through IOPAN data portal <a href="http://www.iopan.gda.pl/index.html">http://www.iopan.gda.pl/index.html</a></td>
<td>IOPAN <a href="mailto:office@iopan.gda.pl">office@iopan.gda.pl</a></td>
</tr>
<tr>
<td>Hard bottom benthos</td>
<td>Shallow sublittoral hard bottom fauna photography</td>
<td>2000-present</td>
<td>Isfjorden</td>
<td><a href="http://www.polartimelapse.net/">http://www.polartimelapse.net/</a></td>
<td>IOPAN <a href="mailto:office@iopan.gda.pl">office@iopan.gda.pl</a></td>
</tr>
</tbody>
</table>

**Fish**

| Pelagic fish               | Annually – autumn since 2010; winter since 2011; spring since 2015 | Kongsfjorden, Isfjorden, Rijpfjorden and Hinlopen Strait (when sea-ice conditions allow for trawling) | In preparation for SIOS portal Data in NIRD | From UNIS, UiT and Akvaplan-niva | Paul Renaud (Akvaplan-niva) paul.renaud@akvaplan.niva.no |
|                            |                                                                      | Kongsfjorden, Isfjorden, Rijpfjorden and Hinlopen Strait (when sea-ice conditions allow for trawling) | In preparation for SIOS portal Data in NIRD | From UNIS, UiT and Akvaplan-niva | Paul Renaud (Akvaplan-niva) paul.renaud@akvaplan.niva.no |
| Demersal fish              | Annually – autumn since 2010; winter since 2011; spring since 2015 | Kongsfjorden, Isfjorden, Rijpfjorden and Hinlopen Strait (when sea-ice conditions allow for trawling) | In preparation for SIOS portal Data in NIRD | From UNIS, UiT and Akvaplan-niva | Paul Renaud (Akvaplan-niva) paul.renaud@akvaplan.niva.no |
## Seabirds

<table>
<thead>
<tr>
<th>Colony locations and total counts</th>
<th>1960-present</th>
<th>Throughout Svalbard</th>
<th>Historical data: <a href="https://data.npolar.no/dataset/fd4fd3aa-7249-53c9-9846-6e28c5a42587">https://data.npolar.no/dataset/fd4fd3aa-7249-53c9-9846-6e28c5a42587</a></th>
<th>New data upon request</th>
<th>Hallvard Strøm (NPI) <a href="mailto:hallvard.strom@npolar.no">hallvard.strom@npolar.no</a> Sébastien Descamps (NPI) <a href="mailto:sebastien.descamps@npolar.no">sebastien.descamps@npolar.no</a></th>
</tr>
</thead>
</table>

## Population trends

<table>
<thead>
<tr>
<th>Annual since 1987</th>
<th>Bjørnøya and Spitsbergen</th>
<th><a href="http://www.mosj.no/en/fauna/marine/">http://www.mosj.no/en/fauna/marine/</a></th>
<th>Hallvard Strøm (NPI) <a href="mailto:hallvard.strom@npolar.no">hallvard.strom@npolar.no</a> Sébastien Descamps (NPI) <a href="mailto:sebastien.descamps@npolar.no">sebastien.descamps@npolar.no</a></th>
</tr>
</thead>
</table>

## Marine mammals

### Marine mammal distribution

<table>
<thead>
<tr>
<th>Sighting records for all marine mammal species</th>
<th>Annual since 2002</th>
<th>Throughout Svalbard</th>
<th>Upon request</th>
<th>Kit Kovacs (NPI) <a href="mailto:kit.kovacs@npolar.no">kit.kovacs@npolar.no</a></th>
</tr>
</thead>
</table>

### Polar bear ecology

<table>
<thead>
<tr>
<th>Dens and sea-ice cover</th>
<th>Cubs per litter</th>
<th>Cubs per female</th>
<th>Body condition</th>
<th>Annually since 1979</th>
<th>Throughout Svalbard</th>
<th><a href="http://www.mosj.no/en/fauna/marine/polar-bear.html">http://www.mosj.no/en/fauna/marine/polar-bear.html</a></th>
<th>Jon Aars (<a href="mailto:jon.aars@polar.no">jon.aars@polar.no</a>)</th>
</tr>
</thead>
</table>

### Walrus

|-----------------|-------------------------------|---------------------|----------------------------------------------------------------|--------------------------------------|
Overview of recommendations for future monitoring/time series rated with priority 1 to 3 (1 = critical/urgent parameters; 2 = important parameters and 3 = support parameters). Climate region W = West Svalbard, E = East Svalbard, NE = Northeast Svalbard, and All = Whole Svalbard, Coastscape (see list, Appendix 3) and Focal Ecosystem Component (see list Appendix 4).

<table>
<thead>
<tr>
<th>Climate region</th>
<th>Coastscape</th>
<th>FEC</th>
<th>Parameter</th>
<th>Priority (1-3)</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>Lagoons</td>
<td>Needs to be identified</td>
<td>Biodiversity, productivity, ecological role</td>
<td>1</td>
<td>No previous data</td>
</tr>
<tr>
<td>All</td>
<td>Estuaries, tidal flats</td>
<td>Phytoplankton (microphytobenthos), invertebrates and waterfowl</td>
<td>Biodiversity, productivity, ecological role</td>
<td>1</td>
<td>No previous data, except from Adventfjorden river delta</td>
</tr>
<tr>
<td>E/ NE</td>
<td>Rocky shore</td>
<td>Subtidal flora and intertidal macroalgae</td>
<td>Biodiversity, Coverage and growth (size)</td>
<td>1</td>
<td>No previous data</td>
</tr>
<tr>
<td>All</td>
<td>Fjords</td>
<td>Pelagic and demersal fish</td>
<td>Biodiversity, population data, biomass</td>
<td>1</td>
<td>No monitoring programme established for Svalbard fjords</td>
</tr>
<tr>
<td>All</td>
<td>Ice fronts, Seasonal sea, Fjords</td>
<td>All resident Arctic endemic marine mammals in Svalbard (only polar bears currently have marginally adequate monitoring coverage)</td>
<td>All relevant CAFF marine mammal FECs</td>
<td>1</td>
<td>Current monitoring is very limited and needs a major expansion for all marine mammal FECs that have been selected by CAFF</td>
</tr>
<tr>
<td>All</td>
<td>All vulnerable coastscapes via in situ measurements</td>
<td>Phytoplankton</td>
<td>Chl-a concentration, Turbidity/SPM concentration, coloured dissolved organic matter, dissolved organic carbon, PAR and primary productivity</td>
<td>2</td>
<td>Cal/Val work in progress, but still in an early phase, more research is therefore needed.</td>
</tr>
<tr>
<td>All</td>
<td>All vulnerable coastscapes via space borne/airborne measurements</td>
<td></td>
<td>Operation process chain to derive the parameters recorded in situ (listed above) and periodic calibration and validation of the algorithms.</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>Fjords</td>
<td>Physical background data, Phytoplankton</td>
<td>Hydrography, turbidity, PAR, chlorophyll a</td>
<td>2</td>
<td>Autonomous observatory</td>
</tr>
<tr>
<td>All</td>
<td>Seasonal sea ice</td>
<td>Physical background data</td>
<td>Snow and sea-ice thickness</td>
<td>3</td>
<td>In situ sampling, SIMBA ice tethered buoys</td>
</tr>
</tbody>
</table>
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1. Introduction: A Story of Change

Since the turn of the century, Svalbard has been considered a canary in the coalfire for climate change. Two decades later, the Earth’s warning system located in the Norwegian High Arctic experienced irreparable damage, and the title has been passed onto Greenland. Unfortunately, latest research suggests that the new canary has also just reached the point of no return, and its fate might no longer be dependent upon our efforts to limit carbon dioxide emissions (see King et al. 2020). Despite Greenland’s record melt-year, the forefront of environmental change affecting Earth’s ecosystems continues to be in Svalbard. Here, the warming is two to six times faster than the rest of the world (see Wawrzyniak and Osuch 2020), and the consequences of a shrinking cryosphere have already impacted terrestrial and marine environments.

The magnitude of the climatic changes in the Arctic was evident during the summer melt-season of 2020, when not only Svalbard but also Siberia suffered record-breaking high air temperatures (>21 °C in Svalbard and >38 °C in Siberia). Yet, it is the long-term increase in surface air temperature that is responsible for often irreversible changes associated with the reduction in snow cover, accelerated glacier surface melt and their further recession (AMAP 2017, IPCC 2019). Latest research based on glacier mass balance indicates that in the last 60 years, the above changes, in conjunction with a decrease in glacier refreezing rates, have caused glacier runoff to double, while surface runoff from non-glacierised areas surprisingly remained almost unchanged (van Pelt et al. 2019). In this report, we show that this is not the case for Svalbard catchments when analysing in-situ collected hydrological datasets.

The consequence of hydrological changes in Svalbard is not restricted to local coasts and seas. It is estimated that in the last two decades, melting Arctic glaciers contributed to the global sea level rise at the same rate as the Greenland Ice Sheet. Although climate change predictions vary, depending on the greenhouse gas emissions scenario, there is no doubt that in the High Arctic we can expect further increase in air temperature (by 4–7 °C) and precipitation (by 45–65%) with increased occurrence of heavy rainfall and flood events (NCCS 2019). As a result, total surface discharge is also expected to increase further, although downscaled models and runoff simulations suffer from insufficient data.

Unfortunately, confirmation of the above predictions will be difficult to achieve because:

1. Current long-term hydrological monitoring in Svalbard is sparse, with a clear westward bias (see Figure 1).
2. Monitoring is divided between various institutions and countries, making collaboration limited and data exchange inefficient or often non-existent.
3. Short-term projects performed by various international research teams, that do measure freshwater discharge in easily accessible parts of Svalbard, present mostly partial data from one melting season (generally from July, which is recognized as the month with the highest discharge), or at most, two seasons only (due to funding restrictions). In consequence, they produce an incomplete representation of surface hydrology, while the data are often difficult to access.
As a result, the most widely available and used dataset for producing estimates and predictions of surface runoff from glacierised areas across the entire Svalbard usually come from state-run monitoring programs of the Norwegian Water Resources and Energy Directorate (NVE) and/or the Norwegian Polar Institute (NPI).

The above means that the observations and projections of hydrological changes for the Norwegian High Arctic are based on just two catchments: Bayelva transferring water into Kongsfjorden, and De Geerelva flowing into Sassenfjorden (e.g. NCCS 2019). These monitoring stations are located in the central part of the island, with the former being more northward (see Figure 1, Appendix 1).

However, research shows that meteorological conditions vary greatly across Svalbard (e.g. Førland et al. 2011, Nordli et al. 2014, Osuch and Wawrzyniak 2017a), as does the surface runoff. This is because local conditions influence air temperature, precipitation, evaporation, occurrence of winter rainfall, capacity for groundwater storage and the length of melting season. Yet, the influence of the above on surface runoff and consequently water balance is rarely mentioned in the literature (Nowak and Hodson 2013).

We already know that polar regions of the future will be very different to what we can see today, but given the heterogeneity of the Arctic environment, the level of that change will depend on general and local variables intrinsically linked to the air temperature, precipitation and changes in the cryosphere’s capacity for storage or release of water.

Given the above, it is unsurprising that hydrological response to undergoing environmental revolution has been named one of the most important research needs in the High Arctic (NCCS 2019; Retelle et al. 2019).
Therefore, through this report we:

4. Present the first ever comprehensive hydrological dataset from all institutions performing long-term hydrological monitoring in Svalbard, in order to depict the magnitude and direction of hydrological changes, as well as to highlight the heterogeneity of the environment.

5. Seed the SvalHydro initiative to create a long-term hydrological observatory across Svalbard. The aim is to establish and strengthen collaboration between all institutions performing long-term monitoring on the island.

6. Indicate gaps in knowledge that require our immediate attention, and in some cases, necessity for new investments. This is to produce more accurate hydrological predictions and recommend actions that need to be taken for environmental protection.

2. Overview of Existing Knowledge

2.1. Water balance, the High Arctic problem

A water balance (or water cycle) is the movement of water from the atmosphere (through condensation and precipitation) to the ground (in the form of snow, ice and runoff) and its return to the atmosphere (through evaporation, see Figure 2).

**Figure 2:** An example of a water cycle in a glacierised catchment in the High Arctic (Finsterwalderbreen watershed). Blue arrows: water inputs; grey arrows: water outputs; other arrows: internal transfers; dashed lines: minor multi-directional, stores/exchanges that cannot be quantified from the data available. All the water fluxes are in m$^3$, with estimates of probable error, except for channel recharge, active-layer discharge and surface runoff, these fluxes must be viewed as first-order estimates. The determination of errors in all other water fluxes are described in detail in Hodgkins et al. 2009. Modified from Cooper et al. 2011.
To describe those movements during a hydrological year (i.e. water inputs and outputs from 1st October to 30th September), a water balance equation was created (see Eq 1).

\[ P + C - Q - Q_g - E_a + \Delta S = \epsilon \]  

(Eq 1)

Where \( P \) is precipitation [mm/y], \( C \) is condensation [mm/y], \( Q \) is surface runoff [mm/y], \( Q_g \) is groundwater runoff [mm/y], \( E_a \) is evaporation [mm/y], \( \Delta S \) is change in storage [mm/y] and \( \epsilon \) [mm/y] is a residual error term representing water that is not properly accounted for (as the inputs and outputs in the equation should be in balance).

While many forms of this equation exist with different levels of complexity, a study by Nowak and Hodson (2013) modified the most-used versions of it [described in Hagen and Lefauchonier (1995) and Killingtveit et al. (2003)] for providing accurate results in glacierised catchments of the changing High Arctic (see Eq 2).

\[ P_{\text{winter}} + (P_{\text{JJAS}} + P_{Q}) + B_s + C - E_a + \Delta S = \epsilon \]  

(Eq 2)

Where \( P_{\text{winter}} \) is areal winter snowfall from non-glacierised areas [mm/y], \( P_{\text{JJAS}} \) is areal precipitation during June–September [mm/y], \( P_{Q} \) is daily winter precipitation causing discharge [mm], \( B_s \) is summer mass balance of glaciers occupying a catchment [mm/y], \( C \) is condensation [mm/y] and \( E_a \) is evaporation [mm/y].

Although Eq 2 renders the smallest errors in the water balance due to its appreciation of High Arctic conditions, the equation is far from perfect.

For example, some of its components such as condensation (C) and evaporation (E_a) are still based on artificial assumptions and constants created from sparse measurements performed over 30 years ago (C = 9.38 mm/y, E_a = 46.88 mm/y Killingtveit et al. 1994). Although using those constants had merits, we now know that meteorological conditions vary greatly across Svalbard, and even small differences between locations of measuring sites may cause substantial changes in the obtained results (Wawrzyniak and Osuch 2020). Therefore, a constant created for a catchment in the north where the climate is colder and more continental will not reflect conditions in the south where the climate is much warmer and maritime. In addition, the rapidly warming Arctic that observes dramatic increase in precipitation and air temperature leaves three-decade-old measurements outdated.

Likewise, measurements of precipitation in the High Arctic are sparse, and gauging stations are located at the sea level. However, majority of the catchments in Svalbard contain mountainous areas, so calculation of the total precipitation needs to include a correction for the elevation gradient. In Eq 2, the assumption was made – based on the results of old measurements and hydrological modelling – that a 19% per 100 m increase of snowfall and rainfall alike will yield the best results. Yet, since no active measurements of precipitation at various elevations are currently made in Svalbard, it is another approximation of the conditions that could be close to reality but may not reflect the true values.

Another source of uncertainty in the water balance calculations, and in some cases a source of large errors, come from the change in water storage term (\( \Delta S \)). It is still commonly accepted that the Arctic conditions allow for the assumption that \( \Delta S \) is negligible. This is because catchments are underlined by continuous permafrost, while glaciers covering the surface undergo little changes. In addition, the duration of hydrological monitoring used in calculations is usually long, so small annual changes should not, in theory, influence the results in a significant way. However, Nowak and Hodson (2013) also indicated that the water storage term can no longer be considered negligible due to changes that follow warming of the High Arctic climate (i.e. thawing of the permafrost, thickening of the active layer, rapid retreat of glaciers coupled with their thermal regime change, or most importantly, increased occurrence of extreme winter rainfall events, causing ground icings).
The final problem that the Arctic hydrology is facing is a change in the boundaries of the hydrological year. The artificial dates of 1st October until 30th September were established based upon data indicating that all precipitation that falls in the form of rain or snowfall from October will stay on the ground until the melt season begins in May. However, there is increasing amount of evidence that extreme rainfall events following climatically driven changes now cause river discharge to happen well into October, November or in some cases December (see for e.g. Majchrowska et al. 2015). **Shifting the theoretical boundaries of the hydrological year is therefore necessary in view of the changing climate.**

Therefore, in this report, we present the evidence that the hydrological research in the High Arctic is in dire need of a ‘facelift’ that will take into consideration dramatic changes following climate warming. We also demonstrate the importance of long-term hydrological datasets by showing that while freshwater discharge from non-glacierised catchments and catchments with large glacier cover continues to increase, water fluxes from catchments with smaller glaciers, where ice has already retreated markedly, have been in fact decreasing for one or more decades.

Rethinking the water balance equation is a crucial step towards achieving understanding of the current hydrological conditions in the Arctic, as well as being able to accurately predict its contribution to the global water cycle. Especially, when every record-breaking measurement is a painful reminder that the changes we are facing here are beyond the point of no return.

### 2.2. Air temperature, a winter problem

In the mountainous catchments of Svalbard, snow and ice significantly affect water circulation by temporarily storing and releasing water on various time scales. Many studies have revealed that increase in melt and hydrological activity are directly proportional to increase in air temperature (see Hock 2003). Furthermore, air temperature is also responsible for distinct variability in annual and diurnal discharge.

Data collected from monitoring stations across Svalbard (Hornsund, Longyearbyen and Ny-Ålesund) show that in the last 40 years, the number of positive degree days (days with air temperature above 0°C) almost doubled. We also observe a latitudinal difference in the speed of that warming as the most southward located Hornsund experienced much more positive degree days than central Longyearbyen and the most northward Ny-Ålesund. This is also the case when we look at the length of the period where temperatures continuously stay above 0°C (Figure 3). In addition, melt season across Svalbard continues to start earlier while the freeze-up, marking the beginning of winter, continues to start later (Figure 3b, c). **The summer season is getting longer**, but research also indicates that it is the winter that sees the most severe consequences of the warming (see Nowak and Hodson 2013). Increasing number of warm weather episodes that result in intense rainfall almost immediately create extensive icings and ground ice. The former two prevent reindeer from grazing, lead to vegetation browning and impact soil temperatures (Vikhammer-Schuler et al. 2016), while the latter can alter water balance in affected catchments for more than one hydrological year (Nowak and Hodson 2013).
2.3. Precipitation, the end of season dilemma

An immediate consequence of continuous increase in air temperature is the increase in precipitation. The trends we see do not follow increase in air temperature exactly, as local climate alters the magnitude of observed rainfall. For example, the maritime location of Hornsund is responsible for the largest decadal increase in rainfall and decrease in snowfall (see Figure 4). However, Longyearbyen – which is located in the central part of the island where climate is more continental – observed the smallest decadal changes, although the trends are in the same direction. Finally, in the most northward located Ny-Ålesund, both summertime rainfall and wintertime snowfall continue to increase.
Nonetheless, the consequences of the above changes have an influence upon water balance in all catchments across the archipelago. Increased rainfall is followed by increased occurrence of slushflows (Jaedicke et al. 2008), landslides and rockfalls (Lewkowicz and Way 2019). The changes are most noticeable in the shoulder seasons. While March and April are most affected by the increase in air temperatures shifting the beginning of snowmelt season earlier, September and October have also been getting wetter. The change is prolonging the melting season and freshwater flux from terrestrial environments well outside the assumed boundaries of a hydrological year.

The measurements of snowfall and rainfall are however sparse and not without errors. Available studies indicate that Arctic catchments often exhibit a pattern in which runoff appears to significantly exceed precipitation (Killingtveit et al. 2003). This can be attributed to a combination of measurement errors, non-representative locations of precipitation stations, net glacial ablation as well as knowledge gaps caused by insufficient monitoring.

Measurements are often underestimated in upland areas as rain gauges are only located at the sea level (Førland et al. 1997). Measurements of the end-of-winter, snowpack water-equivalent flux also remain challenging for hydrological studies. Sources of potential error in estimates relate to snow-depth measurements and the fact that the snow depth is often interpolated or extrapolated using a regression on elevation. The spatial variation of accumulation seems to contribute by far the most to overall error, being greater, for instance, than the inter-annual variability (Hodgkins et al. 2005). The probable error range for the snowpack water flux can be as high as ±44% (Hodgkins et al. 2009).

Killingtveit et al. (2003) made the same point in suggesting that residual error in water balance calculations (‘e’ in Eq 1 and Eq 2) is probably related to problems of precipitation correction. However, a study by Nowak and Hodson (2013) discovered that if the residue (e) is considerably large, this theoretical surplus of water in a catchment cannot be construed as an error and is in fact a result of extreme winter rainfall events. This is because such unaccounted rainfall can be stored in the active layer for the duration of one or two hydrological years.

2.4. Glacier mass balance, a change in storage

Glaciers of Svalbard have been losing mass for the last half of the century, although the tendency to a more negative balance has been observed for the last twenty years (-8±6 Gt/y, Schuler et al. 2020, also see Figure 5). This year (2020) is no different. Although glacier mass balance measurements for 2020 are underway at the time of writing of this report, preliminary results already suggest that 2020 will be another year of very negative mass balance, particularly due to the record low snow water equivalent measured in spring (JC Gallet and J Kohler, personal communication. Also observed by A Nowak, I Sobota and A Hodson on Bogerbreen, Waldemarbreen and Foxfonna, personal communication).
In Svalbard, smaller and thinner glaciers with modest snow accumulation area respond to the warming (i.e. retreat) much faster than larger ones where the accumulation zones are sizeable (Schuler et al. 2020). The former can be found in the central and southern part of the island, where the climate is milder, while the latter are mostly in the northern part of the island where the climate is much colder and drier. The type of Svalbard glaciers varies from cirque to valley glaciers, ice caps and ice fields, and so does their thermal regime. Smaller glaciers with thickness below 100m are typically cold-based, with the entire ice temperature below the pressure melting point (except for summer surface ice). They are frozen to their beds and their internal water storage freezes during winter. In contrast, larger and thicker glaciers are polythermal, which means that they consist of both cold and temperate ice (see Figure 6). The latter is at the pressure melting point (i.e. warmer) and permits the presence of liquid water. As a result, polythermal glaciers can transport, store and release water from subglacial and/or englacial channels even during winter. According to a study from 1993 by Hagen et al., the majority of glaciers in Svalbard are of the latter type.

However, if we consider that the marked warming of the High Arctic in recent decades has resulted in continuous glacier thinning as well as their rapid recession, we also need to be aware that since 1993, many polythermal glaciers have transformed, or are in the process of transformation, into cold-based (e.g. Austre Brøggerbreen, Bogerbreen, Tellbreen, and Scott Turnerbreen). Such thermal regime change has a significant effect upon fluxes...
of water, suspended sediments as well as transport of major ions and nutrients into downstream environments (see Nowak and Hodson 2014).

Suddenly, subglacial drainage ceases, and glacial storage – a contribution of winter discharge into a catchment’s water budget – is replaced by an increased summer meltwater delivery from rapidly receding glaciers. Fluxes of ions into coastal waters are enriched due to intensified chemical weathering of freshly released suspended sediments.

Transformation of glaciers’ thermal regime and their subsequent recession presents a challenge for calculations of the water balance, as it influences the change in storage term (ΔS) of the water balance equation in more than one way. Receding glaciers also uncover ground that is now subjected to cold Arctic conditions. As a result, those areas undergo a slow transformation from unfrozen ground (that used to be protected from harsh temperatures by the glacier ice) into permafrost (Szafraniec and Dobinski 2020). Although changes in the ground thermal regime of deglaciating catchments are marked, they still need to be included in the hydrogeological models. These so far only consider changes in a catchment’s hydrology due to permafrost degradation (e.g. Bense et al 2009; Bense et al 2012).

2.5. Surface discharge, dire need for long term monitoring

Cryospheric changes that occur in Arctic catchments have, and will continue to have, a marked effect on hydrology in glacierised watersheds. A study by Huss and Hock (2018) indicated that globally, even in large-scale basins where the ice cover fraction is minimal, downstream hydrological effects of glacier recession can be substantial. If we consider that freshwater discharge in some catchments in Svalbard consists of 50–70% of glacial meltwater (Majchrowska et al. 2015; Sobota et al. 2016), marked glacial recession observed in recent years in various watersheds will carry major consequences for the entire downstream ecosystems, terrestrial or coastal, that are dependent upon freshwater supply. Water fluxes, sediment, nutrient and major ion transports, drinking water supply or in some cases hydropower are and will continue to be affected.

In order to prepare for the above we need to be aware of the current hydrological conditions in catchments across the Arctic. Yet, research in high-latitude hydrology continues to be challenging despite technological advancements. The infrastructure remains very limited, and the extreme seasonality reduces the utility of many standard techniques, e.g. even where weir structures have been built, they typically fail to capture early-season runoff adequately because of snow- and ice-blocking of channels at the beginning of the melting season (e.g. Sund 2008). Significant challenges persist in measuring precipitation reliably and representatively; this not only hinders process analysis and water resources management, but also makes climate change detection difficult (e.g. Førland and Hanssen-Bauer 2003).

Measuring and monitoring the discharge of even moderately sized, glacially fed rivers is a demanding task because of the temporal and spatial instability of their flow regimes (see examples in Figure 7), particularly if continuous, complete time series are required. Furthermore, the majority of rivers are extremely braided, (see Figure 1 for an example), and there is no certainty which braid will be active for the entire summer. Therefore, long-term monitoring remains restricted to easily accessible places where local geology allows for collection of all discharge in one channel.
Figure 7: An example of a seasonal hydrograph from a glacierised catchment (Bayelva) and a non-glacierised catchment (Londonelva). Grey rectangle on the hydrograph covers rainfall-dominated discharge. Green rectangle indicates snowmelt-dominated discharge. White area in between corresponds to discharge dominated by glacier ice-melt.

2.5.1. Have we passed ‘peak water’?

Despite the above, measurements undertaken at sparse hydrological monitoring stations on the west coast of Svalbard indicate that freshwater fluxes from glacierised and non-glacierised watersheds are changing.

In case of the former, rapid glacier recession opens water stores previously locked in the long-term storage (glacier ice). Thus, in catchments dominated by glaciers, we should observe an increase in annual glacier runoff until ‘peak water’ (or a maximum) is reached. After that, a decline in water discharge is expected due to reduced glacier area that cannot support a steady increase in discharge anymore (Huss and Hock 2018, see Figure 8). However, since glacier coverage, and therefore meltwater contribution to total surface discharge, will vary between different catchments, so will their water fluxes and the timing of peak water.

Figure 8: Changes in runoff from a glacierised catchment as a result of continuous climate warming (after Huss and Hock 2018)
Table 1: Average decadal freshwater fluxes (Qavg) into marine environment from three types of catchments (non-glacierised, lacustrine, and glacierised) and watersheds with various level of glaciation. See catchments’ description in Appendix 1.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-glacierised</td>
<td>Fuglebekken(^1)</td>
<td>162</td>
<td>362</td>
<td>453</td>
<td>421</td>
<td>534</td>
</tr>
<tr>
<td></td>
<td>Londonelva</td>
<td>-</td>
<td>-</td>
<td>271</td>
<td>-</td>
<td>647</td>
</tr>
<tr>
<td></td>
<td>Dynamiskbekken</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>241</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Elsaelva (almost non-gl)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1,106</td>
</tr>
<tr>
<td>Non-glacierised lacustrine</td>
<td>Kongresselva 2017–2019</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10,695</td>
</tr>
<tr>
<td>Glacierised</td>
<td>Werenskioldbreen(^2)</td>
<td>57,000</td>
<td>52,000</td>
<td>65,000</td>
<td>74,000</td>
<td>83,000</td>
</tr>
<tr>
<td></td>
<td>Adventelva(^3)</td>
<td>-</td>
<td>-</td>
<td>286,836</td>
<td>313,737</td>
<td>376,143</td>
</tr>
<tr>
<td></td>
<td>Bayelva – started in 1989</td>
<td>-</td>
<td>25,696</td>
<td>27,533</td>
<td>33,683</td>
<td>30,889</td>
</tr>
<tr>
<td></td>
<td>De Geerelva</td>
<td>-</td>
<td>-</td>
<td>42,290</td>
<td>41,953</td>
<td>38,156</td>
</tr>
<tr>
<td></td>
<td>Aldegondabreen 2017–2019</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>23,699</td>
</tr>
<tr>
<td></td>
<td>Finsterwalderbreen1999–2000</td>
<td>-</td>
<td>-</td>
<td>73,800</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Ferdinandelva</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3,190</td>
</tr>
<tr>
<td></td>
<td>Ragnarelva 2001–2003</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19,777</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Horbyeelva 2001–2003</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>44,243</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Ebbaelva</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>47,508</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Bertilelva</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>7,260</td>
</tr>
<tr>
<td></td>
<td>Waldemarela</td>
<td>6,904</td>
<td>5,587</td>
<td>5,231</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Grøndalselva 2017–2019</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>45,618</td>
</tr>
</tbody>
</table>

\(^1\)Simulated discharge using the Nordic-HBV model calibrated on discharge observations from the period 2014–2019 and validated on archival flow observations; discharge;

\(^2\)unpublished data based on 21 hydrologically active seasons between 1970 and 2019;

\(^3\)data based on the Nordic-HBV model calibrated on the De Geerelva discharge observations from 1991 to 2019

Table 1 indicates that in Svalbard, catchments with smaller glaciers that have receded markedly have already achieved ‘peak water’ and are on the falling limb of the runoff curve (see Bayelva, De Geerelva, Waldemarela). In contrast, those watersheds with larger glaciers and perhaps higher percentage of non-glacierised area (e.g. Adventelva, Werenskioldbreen) are still on the rising limb. Similarly, non-glacierised catchments (e.g. Fuglebekken, or Bratteggbekken, an 8 km\(^2\) watershed south of Werenskioldbreen; personal communication with E Łepkowska) see an increase in discharge, most likely due to increase in precipitation (and ground ice melt within the freshly thawed active layer).

Lack of long-term monitoring data precludes us from accurate estimation of the current and future freshwater fluxes from partially glacierised terrestrial environments into the coastal waters of the Arctic.

Hydrological data also show that we can no longer rely on Arctic freshwater forecasting based solely on changes in glacier mass balance as glacier cover in watersheds vary greatly (from 10% to 70%).
addition, glacier recession does have an influence on subsurface water stores which now more than ever needs to be acknowledged in surface water hydrology.

### 2.6. Groundwater contribution, the holy grail of Arctic hydrology

Studies of sub-surface hydrology in Svalbard tend to focus on sub-permafrost groundwater with relatively little attention paid to water flow within the active layer. We know that the groundwater flowpath in areas of continuous permafrost depends on location (geology), type of recharge (glaciers, rainfall, lakes, rivers) hydraulic gradients and water quality (temperature and chemical composition). Water transfers are restricted by ground ice, and the most visible outflows are pingos and springs, with the latter being the most obvious during winter when all other surface discharge is frozen (Orvin 1944; Vtyurin 1994). The two best known groundwater systems in Svalbard are located in Grøndalen (see Demidov et al. 2019) and Adventdalen (see e.g. Hodson et al. 2019, Hodson et al. 2020). Yet, still little is known about the sub-permafrost water fluxes, even though the direction of the movement has been studied (e.g. Booij et al. 1998 or Haldorsen and Heim 1999).

For example, if a catchment has a direct connection to a fjord, seawater intrusions into land can reach even a few kilometres into the land. These intrusions then form saline sub-permafrost aquifers that can result in surface discharge (Demidov et al. unpublished; Hodson et al. 2020). Such cryopegs (or taliks, lenses of salt or brine over cooled water) were encountered under both the Grøndalselva and Adventelva estuaries. Sub-permafrost aquifers are also fed by glacier meltwaters (see Figure 9). These aquifers, however, have a very different chemical signature, as firstly they were created by diluted ice melt and then altered by subsurface migration through valley deposits and saturated by chemical weathering or cryogenic metamorphism (Woo 2012; Demidov et al. 2019; Hodson et al. 2019). Although the chemical signature of groundwater within and under permafrost is relatively easy to study via their surface outflows (see a review of the Arctic region groundwaters by Lecher 2017), using it to estimate water flux produces large errors and uncertainties. Therefore, research usually focuses upon identifying groundwater discharge and their chemical characteristics, while the only continuous discharge measurements of such water in Svalbard were performed by Hodson et al. (2020).

Figure 9: A schematic of sub-permafrost water flowpath in (a, b) glacierised catchments (Hodson et al. 2020) (c) non-glacierised catchments (Woo 2012)
The hydrology of aquifers residing on top of permafrost (in the seasonally frozen active layer) to date has received even less attention (see Cooper et al. 2011), though we know that water from the active layer can discharge in the form of spring or small water seeps anywhere in a valley, estuarine area and beneath the slopes. Surface discharge is usually easier to spot at the end of summer, when all the snow has thawed, glaciers have reduced their melt and the ground has not started freezing yet. As with sub-permafrost groundwaters, active layer hydrology is identified mostly with hydrochemical studies. Its chemical composition is variable, reflecting properties of the sediments it drains.

Even though we do not directly measure groundwater fluxes in Svalbard, hydrochemical research shows that groundwater plays a role in surface runoff (Figure 10) and the annual formation of the active layer is hydrologically significant (Stäblein 1971). Downward-thawing rates are initially high, although variations in microtopography and the persistence of patchy snow cover may result in the development of an irregular permafrost table with thawed troughs and frozen ridges, though this irregularity tends to subside as the melt season progresses. The potential for sub-surface water storage and flow in the active layer increases in line with the gradual increase in the depth of the permafrost table, which constitutes the lower boundary layer for water movement (Pecher 1994; Osuch et al. 2019). Sub-surface flow in the active layer may increasingly contribute to proglacial throughputs of runoff, as larger fluxes of water are observed at the surface due to increased glacier melt and increased precipitation. Increased precipitation in the autumn that is following the changing climate also coincides with the deepest active layer, influencing recharge and throughput of the shallow groundwater fluxes. Yet we know next to nothing about the hydrology of this rapidly changing groundwater system.

![Figure 10](image)

*Figure 10* Groundwater contribution to surface runoff. An example of isotopic signature of rainfall (dark blue), river water (light blue) and groundwater (brown) in (a) Grøndalen and (b) Kongressdalen. Dashed lines represent global meteoric water in (a) Barentsburg and meteoric water in (b) (Demidov et al. 2019; Skakun et al. 2020)
3. Connections and synergies with other SESS report chapters

Water is the link that connects all environments; therefore, any changes within those environments (whether atmospheric, terrestrial or marine) will immediately be reflected in changes in the water cycle (i.e. water budget). Hydrological research in the Arctic is challenging, lacks investments and long-term monitoring, yet it is a fantastic bridge that allows us to connect interdisciplinary studies.

For example, this report also includes chapters dedicated to improving our knowledge on snow cover distribution and enhancing snow cover date collection, thus contributing to minimising errors in the water budget calculations. PASSES (Salzano et al. 2021) provides a picture of terrestrial photography applications, while SvalSCESIE (Killie et al. 2021) compares an existing satellite-based, long-term climate data record with the model output for snow water equivalent and in-situ measurements. Lastly, SATMODSNOW (Malnes et al. 2021) studies the relationships between satellite observations and hydrological snow models and quantifies the difference.

4. Unanswered questions

4.1. Precipitation

As indicated above, one of the most urgent questions concerning Arctic hydrology in the changing climate is related to precipitation. Current observations, as well as most recent predictions, indicate that the amount of rainfall in Svalbard will continue to increase. However, despite the general consensus on the direction of the change, we still do not know the following:

1. How much of that precipitation can be accounted for as snowfall and how much as rainfall?
2. What is the precipitation gradient change with elevation?
3. How can we reliably quantify and monitor winter rainfall (i.e. rain on snow) to provide information on slush flows, as well as water infiltration into ground for rockslides and landslides?
4. How will glacierised catchments across Svalbard respond to increasing precipitation, especially when considering variability in local climate?
5. How will flash floods caused by extreme rainfall events change sediment transport from Arctic catchments? What will be the sediment transport from glacierised and deglaciating catchments after such events? Focus should be given to changes in bank erosion and increased occurrence of debris slides and debris flows

4.2. Evaporation & Condensation

The rate of evaporation begins to assume significance following the recession of the snowpack, reflecting the increase in air temperatures and the abundance of surface water available for evaporation. However, as the melt season proceeds, the rate of evaporation gradually declines, reflecting the progressive drying out of the ground surface. Observed changes in air temperature and precipitation as well as length of the melting season mean that there is also a dire need for up-to-date measurements of evaporation and condensation. These should be performed across the Arctic following the example from Hornsund, with appreciation of heterogeneity of the meteorological conditions and vegetation across the island.

4.3. Water Storage

Rapid changes in ground temperature, thickening of the active layer and thawing of the permafrost yield several unanswered questions that need to be addressed before we can confidently describe
the Arctic’s contribution to the freshening of the Arctic ocean.

What is the glacial contribution to the groundwater system? The linkages between two frozen bodies that are rapidly changing need to be explored. A coupled glacier–groundwater model needs to be developed to investigate the effects of different climate scenarios on freshwater transport into marine environments

What is the capacity of the thickening active layer for water storage and water transfer? Measurements need to be undertaken to help answer questions on groundwater contribution to surface discharge, nutrient flux into terrestrial and coastal areas, and to help answer questions related to risk management of geohazards, such as landslides, erosion or debris flow. In addition, changes to the waterlogged active layer will have an indirect influence upon fluxes of gasses such as carbon dioxide (CO₂) and methane (CH₄)

Finally, we should start addressing the lack of appreciation for modelling of permafrost changes in glaciated catchments, which also needs to include permafrost aggradation due to glacier recession.

4.4. **Rethinking water balance in the High Arctic**

Given the above, it is unsurprising that the Arctic hydrology is in a desperate need of a ‘facelift’. Rapid warming shifting the timing of onset of snowmelt and prolonging the meltwater season means that the hydrological year should be redefined. Dramatic changes in precipitation patterns also need to be addressed, and precipitation measurements across a range of elevations should be performed to provide data that correspond to the current climatic conditions. Change in freshwater storage can no longer be assumed negligible, even in glaciated catchments with continuous permafrost. This is because glaciers in Svalbard change their thermal regime from polythermal to cold-based, and so their internal water storage and interaction with groundwaters also change. Furthermore, active layer depth is rapidly increasing as permafrost is thawing. This creates possibilities for new water flowpaths as well as water storage to the next hydrological year. All this has a profound effect upon surface hydrology and all downstream environments, whether terrestrial or marine.

This report shows a steady decrease in freshwater fluxes from some glaciated catchments of the High Arctic for one or more decades. However, water fluxes from rainfall-dominated watersheds have been increasing. In order to know the aerial extent of that transition, we must improve hydrological research in Svalbard.

5. **Recommendations for the future**

We recommend a series of actions deemed necessary to close the water budget for the Norwegian High Arctic. To do so, we suggest the development of existing sites and the establishment of new supersites for hydrological research. The main action points are:

**Return of long-term hydrological monitoring projects** delivering data that are easy to access, as these are vital for providing information on consequences and the speed of changes occurring as a result of climate warming. The data are also crucial for hydrological modelling in glaciated and deglaciating catchments across the Arctic.

**Set up of autonomous meteorological and hydrological monitoring** on:

The East coast of Svalbard. Possible locations include catchments advecting water into Agardhbuksa (e.g. Væringsdalen or Eistradalen). Locations were chosen based on the relative ease
of access and short distance from Longyearbyen.

In addition, autonomous monitoring should be established in the North of Svalbard (e.g. Svartdalen (Wijdefjorden) or Mosselhalvøya).

A permanent hydrological monitoring station should be re-established in (partially glacierised) Endalen and (non-glacierised) Gruvedalen, as these are the only catchments supplying drinking water to neighbouring Longyearbyen.

Establish a network of meteorological stations across a range of elevations at key locations in Svalbard (e.g. Longyearndalen, Hornsund, Ny-Ålesund, as well as the East coast).

Set up time-lapse cameras in the catchments under hydrological monitoring (see above) to allow for discharge monitoring during the beginning of snowmelt season, when hydro stations are still frozen over and do not provide reliable water discharge data.

Perform measurements of water fluxes in the active layer (e.g. via boreholes) in conjunction with already established research on active layer thermal regime changes. These should ideally be undertaken in catchments where long-term hydrological monitoring is already (or will be) established.

Conduct multi-sensor remote sensing studies in locations that are difficult to access. The versatility of remote sensing means that remote research can now provide information on surface moisture content, ground dynamics, snow water equivalent, ice freeze/thaw cycles and vegetation mapping, thereby delivering new data. It can also improve spatial coverage in catchments that are already under in-situ monitoring.

6. Data availability

Due to a large number of partners and available data, information is provided in the Appendix 2.
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Description of sites where hydrological monitoring is taking place on long-term or semi long–term basis. See Figure 1 for locations.

<table>
<thead>
<tr>
<th>Site</th>
<th>Site description</th>
<th>Hydrological regime</th>
<th>Institute performing monitoring</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hornsund - Fuglebeken</td>
<td>A deglaciated catchment with an area of 1.27 km². Heterogenous land cover and topography. Elevation range 4–522 m a.s.l. Slopes covered with washed rubble sediments, solifluction tongues, rock streams, alluvial cones and bare solid rock of Hecla Hoek geological formation (Harland 1997). Below the slopes, marine terraces covered with sea gravel are covered by diverse tundra vegetation. Close to the eastern boundary of the catchment is the lateral moraine of Hansbreen. The ground has a continuous permafrost layer down to more than 100 m depth (Humlum et al. 2003). Mean annual air temp: −3.7 °C (1979–2019), the warmest month: July (avg. 4.6 °C); the coldest month: March (avg. −10.2 °C). The highest air temperature recorded: 16.5 °C on 25th July 2020. Mean annual precipitation: 463 mm. Snow cover is present approx. 250 days/year. Snow depth 0.3-2.0 m (Wawrzyniak and Osuch 2020).</td>
<td>Restricted to melt season only (usually May–October). Snowmelt rainfall, ground ice melt</td>
<td>Institute of Geophysics, Polish Academy of Science, Poland</td>
</tr>
<tr>
<td>Nottinghambukta - Werenskioldbreen</td>
<td>Werenskioldbreen is a land-terminating valley-type polythermal glacier situated in the Wedel-Jarlsberg Land. The glacier has a catchment area of 44.1 km² (glacierised in 61%). Maximum elevation of the firm field is 650 m a.s.l. (Ignatiuk and Migala 2013). Outflows from the Werenskioldbreen take the form of karst springs, geysers and a type Röthlisberberger (R) subglacial outflow channel. The main outflow, located in the northern part of the glacier, originates in an ice gate and creates the Kvislaelva (~80% of the total water yield). In the proglacial zone, tributary rivers originating from the glacier front join and form Breelva, which drains into the Greenland Sea. The average annual runoff is approx. 80±14x10⁶ m³, which is equivalent to an 1800 mm layer of water from the catchment surface (Majchrowska et al. 2015).</td>
<td>Restricted to melt season only (usually May–October). Snowmelt rainfall, ground ice melt</td>
<td>University of Silesia and University of Wroclaw, Poland</td>
</tr>
<tr>
<td>Van Keulenfjorden - Finsterwalderbreen</td>
<td>Finsterwalderbreen, is located at 77° 31’ N, 15° 19’ E on the southern shore of Van Keulenfjorden, southern Spitsbergen. The glacier itself is 12 km long, north facing and flows to the coast from a maximum elevation of 1065 m a.s.l. It is up to 200 m thick, and has a polythermal temperature structure, with a 25–170 m thick cold surface layer, a warm firm accumulation zone and a bed that is mostly temperate, apart from limited areas at the margins (Ødegård et al. 1997). The catchment is mostly devoid of vegetation, except above the most recent glacial trimline and on terminal moraines delimiting the proglacial zone, where a sparse Arctic flora survives. The bedrock geology is diverse, comprising Precambrian basement and Carboniferous through Cretaceous sedimentary units (Hjelle 1993). The mean annual air temperature at 35 m a.s.l. is -3.9 °C, and mean monthly air temperatures are only positive during the summer, although even then they remain &lt;6.0 °C; annual precipitation is in the 180–440 mm w.e. range, with the bulk being delivered as snow during the winter months (Hanssen-Bauer et al. 1990).</td>
<td>Restricted to melt season only (usually May–October). Snowmelt rainfall, ground ice melt</td>
<td>Loughborough University, The United Kingdom</td>
</tr>
<tr>
<td>Location</td>
<td>Catchment Type</td>
<td>Elevation</td>
<td>Glacier Information</td>
</tr>
<tr>
<td>---------------------------</td>
<td>----------------------------------------</td>
<td>-----------</td>
<td>-------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Grønfjorden - Grøndalselva</td>
<td>Glacierised catchment with an area of 98 km², (glacier area–7.4 km²). Elevation range 0–840 m a.s.l. Grøndalselva is a trough valley with the main river Grøndalselva, which has 23.5 km. The river has a flat wide valley. Cretaceous deposits protrude on the surface in the delta part of the river. A group of seven large pingos have developed in the central part of the valley (Demidov et al. 2019). Grøndalselva is fed by many tributaries, which collect meltwater discharge from small hanging glaciers. Two larger glaciers, Tavlebreen and Passjellbreen, as well as their terminal moraines lie in the upper valley part. Glacier runoff made up to 24% of total river discharge in 2017–2018 (Romashova et al. 2019). The permafrost thickness exceeds 100 m (Demidov et al. 2019). Snow depth (2002–2019) 10–194 cm (mean 58 cm). 50% of total annual runoff falls in June.</td>
<td>Restricted to melt season only (usually May–October). Snowmelt, rainfall, ground ice melt, groundwater</td>
<td></td>
</tr>
<tr>
<td>Grennfjorden - Aldegondabreen</td>
<td>Glacierised catchment with an area of 9.4 km², (glacier area–5.7 km²). River length–2.6 km. Elevation range 0–720 m. Over the last decades, Aldegondabreen lost more than a half of its ice volume. (Terekhov et al. 2020). Average annual ablation rate on Aldegondabreen was 1.947 m w. e. (or 10.2 million m³) in 2016–2018 (Sidoro et al. 2019), which comprised 47% of the water discharge of the river (Romashova et al. 2019). The drainage system of the Aldegondabreen consists of three tributaries. The streams form a braided system in the moraine area and merge into Aldegondaelva, discharging into Grennfjorden. The river flows through a valley formed by moraine deposits and sandstones with coal seams, shales and some limestones (Elvevold et al. 2007). A small delta with unstable position is formed by the deposited sediments. There are several small lakes (less than 100 m²) in the catchment area formed by the icemelt groundwater (Romashova et al. 2019). Snow depth on the glacier (2002–2019) was 78–238 cm (mean 157 cm). 30% of annual runoff falls in July.</td>
<td>Restricted to melt season only (usually May–October). Snowmelt, rainfall, ground ice melt</td>
<td></td>
</tr>
<tr>
<td>Grennfjorden - Kongresselva</td>
<td>Non-glacierised catchment area 10.5 km². River length–3.9 km. Elevation range 0–500m. The river flows out of the karst lake Kongress. The catchment area is composed of ancient metamorphosed and sedimentary rocks of the Precambrian, Upper Paleozoic and Mesozoic ages. Ice-wedged polygons and rock streams are common features of the hill slopes in the valley, while the vegetation is sparse on the slopes of bare rock or rocks covered by algae and lichen crusts and develops mostly in depressions. Several tributaries fed by precipitation and underground water contribute to the river flow (Skakun et al. 2020). Snow depth (2016–2019) 10 cm–22 cm (mean 15.7 cm). 30% of annual runoff falls in July.</td>
<td>Restricted to melt season only (usually May–October). Snowmelt, rainfall, ground ice melt</td>
<td></td>
</tr>
<tr>
<td>Adventfjorden - Adventdalen</td>
<td>Partially glacierised catchment with an area of 500 km². Elevation range 0–1130m a.s.l. Adventdalen is a large U-shaped valley approx. 30 km long and approx. 4 km wide. The main river flowing through it, Adventelva, is extremely braided and flows into Adventfjorden that then connects to Isfjorden. Adventelva collects runoff from several glacierised valleys with different types of thermal regime. Glacially derived freshwater carries a high sediment load. Some of the sediment is also deposited at the valley bottom, creating a fluvially active region. During winter, the river freezes to the bottom, and the valley is covered in a thin layer of snow due to prevailing strong easterly winds. The area is underlain by a continuous permafrost ranging from 100 m to 500 m (Ilomum et al. 2008). This valley also contains alluvial fans, extensive aeolian deposits in the central part of the valley, marine terraces, pingos (both open and closed system) and rock glaciers. The geomorphology around the valley is dominated by mountain plateaux covered in extensive blockfields and ice wedge polygons and other periglacial features in the valley bottom. The bedrock geology of the catchment mainly consists of sedimentary rocks, while the unconsolidated sediments are dominated by different slope deposits and glacio-fluvial deposits (personal communication with L Rubensdotter).</td>
<td>Restricted to melt season only (usually May–October). Snowmelt, rainfall, ground ice melt</td>
<td></td>
</tr>
<tr>
<td>Sassenfjorden - De Geerdalen</td>
<td>Glacierized catchment, area–79.1 km², of which 10% is glacier covered. Includes several glaciers. The monitoring station is located in a narrow gorge in part of a waterfall with a stable rock profile. Meteorological measurements were carried out for a few years in the early 1990’s as part of the first water balance studies used to estimate precipitation-elevation gradients (Killingtveit et al. 1994)</td>
<td>Restricted to melt season only (usually May–October). Snowmelt, rainfall, ground ice melt</td>
<td></td>
</tr>
</tbody>
</table>

**References:**
- Terekhov et al. 2020.
- Sidoro et al. 2019.
- Ilomum et al. 2008.
- Elvevold et al. 2007.
- Sidorova et al. 2019.
<table>
<thead>
<tr>
<th>Location</th>
<th>Description</th>
<th>Monitoring</th>
<th>Institutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Petunabukta</td>
<td>Small scale catchments with different level of glacier cover from 0 to approx. 60%. Elevation ranges from 0 to 935 m a.s.l. The highest point is the Pyramiden mountain. The region is characterised by rather continental climate with low winter temperatures and high summer temperatures and generally low precipitation (around 400 mm per year). Local climate is also affected by long duration of sea ice (usually November–June). This has resulted in low level of glacier coverage, especially in the western part (Dickson land), where even large catchments do not have glaciers.</td>
<td>Restricted to melt season only (usually May–October). Snowmelt, rainfall, ground ice melt</td>
<td>The Polar Geolab, Masaryk University, Czech Republic and Adam Mickiewicz University, Poland</td>
</tr>
<tr>
<td>Kaffiøyra - Waldemarbreen</td>
<td>A glaciernised catchment, area approx. 16km², 16% of which is occupied by a polythermal valley glacier Waldemarbrøen. Elevation range 0–770 m a.s.l. In the north and east, it borders the Prins Heinrichfjella ridge (500–770 m a.s.l.) and in the south Gråfjellet (300–350 m). The hydrological network in the region consists of multiple glacier-fed braided rivers covering up to 40 km². The monitoring station on Waldemarelva (approx. 5.5 km long) is in the upper section of the river, close to the moraines, where the water flows onto the outwash plain. Between 1997 and 2019, the average discharge was 0.9 m³/s and ranged from 0.5 to 1.4 m³/s. Waldemarbrøen consists of two distinct parts, separated by a medial moraine. It is approximately 1 km long and 600 m wide with an area of 2.4 km². The mean annual mass balance of Waldemarbrøen in 1996–2019 was -0.84 m w.e. The only positive year was 1996 (+0.02 m w.e.). From the time of the maximum advance, Waldemarbrøen decreased by c. 35% (Sobota et al. 2013).</td>
<td>Restricted to melt season only (usually May–October). Glacier melt, Snowmelt, Rainfall, Ground ice melt</td>
<td>The Nicolaus Copernicus University in Torun, Faculty of Earth Sciences and Spatial Management, Polar Research Center, Poland</td>
</tr>
<tr>
<td>Kongsfjorden-Bayelva</td>
<td>A glaciernised catchment, area approx. 32 km², 50% of which is occupied by cold-based valley glaciers. Elevation range 4–742 m a.s.l. The southern and eastern part of the watershed is underlain by red sandstones, quartzite and phyllite, while the northern and western areas are underlain by sedimentary rocks, such as sandstone, shale, dolomite and limestone (Orvin 1934; Hjelle 1993). The area of the catchment is almost entirely underlain by permafrost with a seasonal active layer measuring from 0.5 to 1.5 m (Killingtveit 2004).</td>
<td>Restricted to melt season only (usually May–October). Glacier melt, Snowmelt, Rainfall, Ground ice melt</td>
<td>The Norwegian Water Resources and Energy Directorate (NVE), Norway</td>
</tr>
<tr>
<td>Kongsfjorden-Londonelva</td>
<td>A small de-glacierised catchment, area ~0.7 km², located on Blomstrandøya (a small island in Kongsfjorden). The elevation ranges from 15 to 149 m a.s.l. It is the only catchment under long-term monitoring that is entirely underlain by carbonate rocks (karst).</td>
<td>Restricted to melt season only (usually May–October). Snowmelt rainfall, ground ice melt</td>
<td>The Norwegian Water Resources and Energy Directorate (NVE), Norway</td>
</tr>
</tbody>
</table>
## Appendix 2

### Data Sources

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Parameters</th>
<th>Location or area</th>
<th>Period</th>
<th>Data provider, reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Meteorological</strong></td>
<td>1. Mean daily air temperature, daily sum of precipitation and PET 2. Water discharge</td>
<td>Hornsund</td>
<td>1. 1979–2019 2. 2014–2019 (measured)</td>
<td>IG PAS, Tomasz Wawrzynak, <a href="mailto:tomasz@igf.edu.pl">tomasz@igf.edu.pl</a></td>
</tr>
<tr>
<td><strong>Hydrological</strong></td>
<td>Flow-recession analyses and linear-reservoir simulation of runoff time series</td>
<td>Granfjorden</td>
<td>1999–2000</td>
<td>Richard Hodgkins, Loughborough University, <a href="mailto:r.hodgkins@lboro.ac.uk">r.hodgkins@lboro.ac.uk</a></td>
</tr>
<tr>
<td><strong>Hydrological</strong></td>
<td>Flow-recession analyses and linear-reservoir simulation of runoff time series</td>
<td>Van Keulenfjorden</td>
<td>1999–2000</td>
<td>Richard Hodgkins, Loughborough University, <a href="mailto:r.hodgkins@lboro.ac.uk">r.hodgkins@lboro.ac.uk</a></td>
</tr>
<tr>
<td><strong>Hydrological model</strong></td>
<td>Hydro-meteorological</td>
<td>Van Keulenfjorden</td>
<td>1999–2000</td>
<td>Richard Hodgkins, Loughborough University, <a href="mailto:r.hodgkins@lboro.ac.uk">r.hodgkins@lboro.ac.uk</a></td>
</tr>
<tr>
<td><strong>Hydrological data</strong></td>
<td>Flow-recession analyses and linear-reservoir simulation of runoff time series</td>
<td>Van Keulenfjorden</td>
<td>1999–2000</td>
<td>Richard Hodgkins, Loughborough University, <a href="mailto:r.hodgkins@lboro.ac.uk">r.hodgkins@lboro.ac.uk</a></td>
</tr>
<tr>
<td><strong>Hydrological data</strong></td>
<td>Flow-recession analyses and linear-reservoir simulation of runoff time series</td>
<td>Van Keulenfjorden</td>
<td>1999–2000</td>
<td>Richard Hodgkins, Loughborough University, <a href="mailto:r.hodgkins@lboro.ac.uk">r.hodgkins@lboro.ac.uk</a></td>
</tr>
<tr>
<td><strong>Hydrological data</strong></td>
<td>Flow-recession analyses and linear-reservoir simulation of runoff time series</td>
<td>Van Keulenfjorden</td>
<td>1999–2000</td>
<td>Richard Hodgkins, Loughborough University, <a href="mailto:r.hodgkins@lboro.ac.uk">r.hodgkins@lboro.ac.uk</a></td>
</tr>
<tr>
<td>Dataset</td>
<td>Parameters</td>
<td>Period</td>
<td>Location or area</td>
<td>Metadata / Data access (URL, doi)</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>------------------------------------------------</td>
<td>--------------------------------------</td>
<td>----------------------</td>
<td>--------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. 2001–2014</td>
<td></td>
<td>2. Personal communication</td>
</tr>
<tr>
<td>Hydrological and meteorological</td>
<td>1. Meteorological conditions</td>
<td>1. 1975–ongoing</td>
<td>Kaffiøyra</td>
<td>1. Personal communication 2. <a href="https://wgms.ch/data_exploration/">https://wgms.ch/data_exploration/</a></td>
</tr>
<tr>
<td></td>
<td>2. Glacier mass balance (part of WGMS)</td>
<td>2. 1996–ongoing</td>
<td></td>
<td>3. Personal communication 4. <a href="https://www2.gwu.edu/~calm/data/north.htm">https://www2.gwu.edu/~calm/data/north.htm</a></td>
</tr>
<tr>
<td></td>
<td>4. Permafrost and active layer thickness (part of CALM program)</td>
<td>4. 1996–ongoing</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1. 1963–ongoing</td>
<td>Bayelva</td>
<td>1. <a href="https://data.npolar.no/dataset/ad6c4c5a-e926-11e2-b06b-005056a80004">https://data.npolar.no/dataset/ad6c4c5a-e926-11e2-b06b-005056a80004</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. 1991–ongoing</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4. 2004–ongoing</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5. 1989–ongoing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meteorological</td>
<td>Mean daily air temperature and precipitation</td>
<td>1967–ongoing</td>
<td>Kongsfjorden Svalbard Airport</td>
<td><a href="https://www.eklima.met.no">https://www.eklima.met.no</a></td>
</tr>
</tbody>
</table>
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1. Introduction

Consistent long-term datasets on snow cover and snow depth/snow water equivalent over Svalbard are scarce and affected by great uncertainties. Remote sensing provides a good platform for large-scale snow monitoring. Due to the scarcity of synoptic stations that measure snow (particularly before 2008) and lack of suitable satellite data, models of snow cover and associated parameters can be an alternative source of data. However, the reliability of snow models is often questionable since the input data used are predominantly based on modelling assumptions and large-scale numerical reanalysis. In this study, currently available models are reviewed and snow model products are compared with remote sensing datasets by evaluating their overall performance for the part of Svalbard where seasonal snow exists.

The following objectives are specifically addressed:

- To identify years/periods where models and Earth Observation (EO) datasets differ significantly
- To identify areas where models and EO datasets differ significantly
- To cross-compare EO datasets at variable scales (AVHRR, MODIS, Sentinel-2) and suggest methods for how newer high-resolution data can be used in combination with moderate or low-resolution data to construct high resolution and long timeseries datasets by making corrections to earlier datasets based on their sensor resolution bias.

2. Overview of existing knowledge

This section gives an overview of the datasets used in this study with emphasis on the periglacial landscape in Svalbard (i.e., the non-glaciated land in Svalbard where seasonal snow exists). Table 1 provides an overview of all datasets used in this project. Table 2 contains more information on the details in the different datasets used.

2.1. Satellite data

Remote sensing satellite data have been available since 1978. The earliest satellites generally had coarse resolution except for Landsat.

2.1.1. MODIS

Optical data from the Moderate Resolution Imaging Spectroradiometer (MODIS) onboard Terra and Aqua satellites have been available since 2000. A 20-year snow cover fraction dataset for Svalbard based on the NASA MOD10A1-product (Hall et al., 2002) from the MODIS Terra satellite has been described by Vickers et al. (2020). The MOD10A1-product uses the spectral band 4 (visible light) and band 6 (short wave infrared) to estimate the normalized differential snow index (NDSI) defined by the relation $\text{NDSI} = \frac{\text{band}4 - \text{band}6}{\text{band}4 + \text{band}6}$. The snow cover fraction (SCF) as a percentage is then estimated using the relation $\text{SCF} = (0.06 + 1.21 \times \text{NDSI}) \times 100$. In addition, cloud cover is detected and masked out. In Svalbard, the polar night period is present from mid-October to mid-February. Since MODIS is an optical sensor, there is no data coverage during the dark period and the MOD10A1 product is only provided from March 1 to November 1. During the polar night, SCF is set to 100%. The NORCE-derived product provides SCF for the entire periglacial landscape in Svalbard as a temporally interpolated product at daily intervals and 500 m resolution. This is a compromise between the 250 m resolution for the visual channels of MODIS, and the infra-red channel used for cloud discrimination. Since MODIS has moderate spatial resolution and excellent temporal overlap with the other satellite and modelled data products in this study, the MODIS dataset is used throughout this SESS report as a baseline for comparisons.
2.1.2. AVHRR

The Advanced Very High Resolution Radiometer (AVHRR) instrument has flown onboard polar orbiting satellites since the late 1970s. The instrument has approximately 1 km resolution, but only data at a reduced effective resolution of approximately 4 km is permanently archived and available with global coverage. From the AVHRR Global Area Coverage (GAC) data, a fundamental climate data record (FCDR) for radiances and brightness temperatures has been made available by the EUMETSAT Climate Monitoring Satellite Application Facility (CM SAF). The current release ‘CLARA-A2’ covers 1982–2015 (Karlsson et al., 2017).

Using the probabilistic snow cover algorithm provided by MET Norway, a time series of daily snow cover maps covering the Svalbard archipelago at 4 km grid spacing has been derived from the CLARA-A2 FCDR. The snow cover algorithm uses a set of signatures (instrument channel combinations) and statistical coefficients. The latter are derived from prior knowledge of the typical behaviour of the surface classes across the spectrum. Cloud-free pixels from the AVHRR GAC swath products are averaged and gridded to produce daily maps of average snow probability. A threshold of 50 % is applied to the snow probability maps to derive a binary snow/no snow product. Since the algorithm uses satellite measurements of reflected sunlight, there will be areas of no data due to winter darkness, therefore limiting data coverage between March 1 and September 30 each year. Therefore, the melting season is well covered, but the onset of the snow season is concealed due to the onset of the polar night period. In addition, temporal gap filling has been applied to achieve daily cloud-free mosaics.

2.1.3. Sentinel-2/Landsat-8

The Sentinel-2 (S2) A and B satellites have been delivering data over Svalbard since spring 2016 (Sentinel-2 User guide). The instrument provides data with nominal 10 m pixel spacing and is very well suited for snow cover mapping under cloud-free conditions. Since the launch of the Sentinel-2B satellite in 2017, daily coverage of Svalbard has been possible. Furthermore, the Landsat-8 satellite has comparable spatial resolution (30 m) and was launched in 2014, thereby extending the period with high-resolution data coverage. Prior to this, only a few datasets for Svalbard were available, provided by Landsat-5 and Landsat-7 satellites.

In this report, we use a time-series of S2 NDSI products interpolated in the temporal dimension between cloud free observations. For the NDSI, we derive the SCF using the same relation as for MODIS (section 2.1.1). We thus obtain daily cloud free SCF-maps with 10 m resolution that can be directly compared with the MODIS dataset. Only the years 2018 and 2019 were available to use in this study.

2.1.4. Other remote sensing datasets

A range of microwave sensors can also be used for remote sensing of snow. Passive microwave sensors such as the Special Sensor Microwave/Imager (SSM/I) have provided decadal-long time series of snow water equivalent (SWE) estimates (e.g. Pulliainen et al., 2020), but the very coarse spatial resolution (~10-20 km) and lack of sensitivity over mountainous areas make these sensors less suitable for Svalbard, which is dominated by mountainous topography.

Microwave scatterometers have somewhat better resolution (~5km) and have also been used to some extent for studies in Svalbard. Rotschky et al. (2011) studied the spatio-temporal variability of snowmelt in Svalbard during 2000–2008 using QuikSCAT. A drawback associated with using active microwave sensors is their poor ability to distinguish between dry snow and bare soil. The main detection method for snowmelt is based on the high contrast between wet snow and dry snow/bare soil, which can also be applied to Synthetic aperture radar (SAR) data to quantify wet snow events (Nagler and Rott, 2000). In the current SIOS project, NORCE is adapting a time series of Envisat ASAR, Radarsat-2 and Sentinel-1 (S1) images over Svalbard to produce wet snow maps for the period 2002–2020. Stendardi (2020, PhD dissertation) has also studied the detailed melting patterns in
Adventdalen using combinations of S1 and S2. Similar studies of the freeze/thaw conditions on Kapp Linne have been published by Eckerstorfer et al. (2020). Multi-sensor approaches which combined optical and SAR data were also studied by Malnes et al. (2010).

ESA CCI Snow will provide global datasets for snow extent and SWE (1979–2018)1. ‘Global’ snow extent service provides daily data over continental Europe at 500m spatial resolution but excludes Svalbard and is hence not relevant. A high-resolution Fractional Snow Cover product has recently been made available by Copernicus based on Sentinel-22 This product will, however, only cover areas up to 66°N and is therefore also unfortunately irrelevant for Svalbard (Gascoin et al., 2019).

2.2. Snow models

Snow models can simulate the evolution of relevant snow parameters continuously in space and time and are therefore an important tool to fill spatial and temporal gaps in observational datasets and simulate snow over longer time-periods and larger spatial domains. They require a surface meteorological forcing, which may come from regional climate model output or reanalysis datasets for large-scale modelling. Seasonal snowpack evolution on land areas in Svalbard is dominated by snow accumulation during autumn and winter and subsequent melting during late spring and summer. While cumulative snow accumulation and spring maximum snow depth is mostly determined by cumulative precipitation (snowfall) in autumn and winter, snow melt depends on atmosphere-surface interactions and can be estimated using simple melt-air temperature relationships (positive-degree day model) or more sophisticated models that solve the surface energy balance. Subsurface models may vary in terms of complexity but typically track at least the evolution of subsurface density, temperature and water content. In situ and/or remote sensing snow products (e.g. SWE, snow depth, density, temperature and water content) are essential for model calibration and validation.

2.2.1. SeNorge

Up-to-date information on snow conditions is a crucial element for forecasting of natural hazards such as avalanches, slush flows and snow melt floods. Operational daily maps of simulated snow conditions have already existed for 15 years for mainland Norway4. However, no such detailed and spatiotemporal information with good cover on snow conditions on Svalbard currently exists, despite the obvious relevance and need for such snow information in for example, natural hazard forecasting on Svalbard and planning of outdoor and tourism activities. Consequently, in a research and development project in 2019-2020 NVE endeavours to set up an operational numerical snow model for mapping snow conditions (snow depth, density and water equivalent, fraction of snow-covered area plus others) in Svalbard at 1x1 km resolution. The time series of simulated snow maps start in autumn 2012 and will be continuously updated until the present day, and even 2–3 days ahead from that in the short-term weather forecast period.

This study uses the seNorge snow model (Saloranta, 2016), which requires the 3-hourly or daily mean air temperature [°C] and the sum of precipitation [mm/3h] as its input forcing. The liquid and solid precipitation fractions are defined by a threshold air temperature (solid precipitation occurring if air temperature is ≤ 0.5 °C). The snow and ice melt are calculated using the extended degree-day model including air temperature and solar radiation terms. Subsequently, the two parameters of the melt algorithm have been estimated based on 3356 quality controlled daily melt rates observed by the Norwegian snow pillow network (Saloranta, 2014). The sub-grid snow distribution algorithm in the model (Saloranta, 2012) assumes that snow is distributed uniform within the grid cells, i.e., all SWE values between a defined minimum and maximum value are equally likely within a grid cell. In addition, an even layer of new snow can form.
on top of the uniformly distributed ‘old’ snowpack (SCA is then set to 1). The main effect of the sub-grid snow distribution is to reduce the grid cell average melting rates towards the late melt season rates when significant areas of bare ground are present in the grid.

The input data are aggregated from the hourly meteorological forcing data obtained and downscaled from the AROME Arctic numerical weather prediction model (NWP). Input precipitation in the current model application is scaled by a factor 0.75, based on initial evaluation of the first model results. The model parameter values are set to the same values as those in the application for mainland Norway, except the spatial snow distribution parameter CF is increased from the default value of 0.5 to 0.85, giving larger variance for sub-grid snow distribution. The model application for Svalbard starts at bare ground initial conditions in September 2012. Afterwards, snow/firn older than 1 year is removed from the model’s snow store on 1st September each year. The two first snow seasons may thus be considered as a model ‘spin-up’ period at higher elevation areas with perennial snow.

The seNorge simulation data used and evaluated in this report are produced from the mid-term project version and updated and improved versions of the dataset may be produced during the ongoing project period until the end of 2020.

2.2.2. Snow modelling at Uppsala University (UU)

Using the snow modelling system SnowModel (Liston et al. 2006), Van Pelt et al. (2016) simulated the seasonal snowpack evolution across Svalbard at 1x1 km spatial resolution and a 3-hourly temporal resolution for 1957–2012. Driven by downscaled meteorological fields of precipitation, air temperature, relative humidity, wind speed and direction, and incoming shortwave and longwave radiation from the High Resolution Limited Area Model (HIRLAM; Reistad et al. 2009), SnowModel solves the surface energy balance and simulates the snow depth, density and temperature evolution. Precipitation was downscaled using an elevation relation, calibrated against a set of 1,442 SWE measurements collected on glaciers across Svalbard, to account for the effect of local topography on the precipitation distribution. For more details about the methods and dataset, the reader may refer to Van Pelt et al. (2016). The output of SWE is extracted from the model dataset and includes only seasonal snow, implying that multi-year (perennial) snow is excluded in this product.

A second snow model product has been extracted from a recent dataset of combined glacier climatic mass balance, seasonal snow and runoff, presented in Van Pelt et al. (2019). As such, driven by downscaled meteorological input from a regional climate model, a surface energy balance model calculates surface melt and temperature, and provides upper boundary conditions for a subsurface model, simulating the multi-layer evolution of snow density, temperature and water content (Van Pelt et al. 2012). More details on the model physics and calibration/validation can be found in Van Pelt et al. (2019). Here, SWE values are extracted from the model dataset and include both seasonal and multi-year snow. In this study, SWE derived from the ‘older’ (Van Pelt et al., 2016) SnowModel and the more recent, ‘newer’ (Van Pelt et al., 2019) SWE dataset described here are used in comparisons with the MODIS SCF products.

2.2.3. Other snow models

As part of the ongoing research and development at NVE, two other snow models are currently being run and evaluated in addition to the seNorge snow model. These are the single- and multi-layer snow schemes D95 and ISBA-ES of the land surface model SURFEX, which is part of the AROME NWP model system operated by the Norwegian Meteorological Institute (MET). The snow simulation results from D95 and ISBA-ES snow models are run with the same forcing data and spatial resolution as the seNorge model but are currently available only for the one-year period 1st September 2018–1st September 2019 due to higher computational requirements. The evaluation of the results from these two models will be described in the forthcoming final report from the project (expected to be published in early 2021).
2.3. Methods for comparison

2.3.1. Comparison of MODIS with AVHRR

The AVHRR 4 km gridded snow cover extent dataset uses the Lambert Azimuthal Equal Area projection. The two main products available are: 1) classed product corresponding to 5 classes (water, no data, snow-free pixels, snow-covered pixels, clouds) 2) gap-free classed product, a snow cover product corrected for cloud cover using information from cloud-free pixels up to 9 days forward or backward in time to correct for cloud-covered pixels in the present image and indicates whether the pixels are covered by snow or not together with the age of the reference image used to make the cloud cover corrections. This product gives in total 4 additional classes, with 3 classes each for both snow-free pixels and snow-covered pixels, and is used for the comparison as it allows a greater number of pixels to be used in the averaging of the AVHRR images.

The MODIS snow cover extent dataset uses a UTMZ33N projection at 500 m resolution. Therefore, the AVHRR dataset is re-projected to the MODIS grid before a comparison can be made. In addition, a vegetation map is used to mask out glaciers in the AVHRR dataset, as done to produce the MODIS SCF data (Vickers et al., 2020). In order to extract the snow cover fraction, the total number of snow-covered pixels in the AVHRR images are divided by the total number of remaining unmasked pixels in the image i.e., all pixels not classed as water, cloud, glacier or no data. Further, to extract the corresponding snow cover fraction from the MODIS images on the same day of year, the MODIS SCF is averaged over the same unmasked pixels as obtained from the AVHRR image. A 'land-averaged' snow cover extent/fraction product is therefore obtained for each day of year between March 1st and September 30th using the same pixels from both AVHRR and MODIS images.

2.3.2. Comparison of MODIS with Sentinel-2

A systematic comparison between MODIS and S2 for entire Svalbard is beyond the scope of the project, but a few direct comparisons have been done to assess the differences. Since S2 has 20m resolution and MODIS has 500m resolution, there is expected bias in the MODIS data when re-scaled to the same grid size as the S2 data. The same regression formula is used to calculate S2 SCF as was used for MODIS. The MODIS regression has been thoroughly validated, whereas the S2 regression to transform S2 NDSI to SCF is more uncertain. An example of snow cover maps obtained with S2 and MODIS for the Nordenskiöld Land region is presented in Figure 1. The regression between S2 and MODIS for the entire Nordenskiöld Land region has also been examined using the available 2-year dataset, but a longer time-series will be more advantageous.

Figure 1: SCF-map for S2 (left) and MODIS (centre) for 20180607. Right: Regression between average SCF over Nordenskiöld Land for S2 and MODIS corresponding days in 2018 and 2019. Colours and symbols show differences between melting season (April–July) and fall (Aug–Nov).
2.3.3. Comparison of MODIS with SWE models (UU, NVE)

For the comparison of the two SWE datasets with the MODIS products, MODIS SCF maps were first georeferenced to the same grid as the SWE datasets. A glacier mask was also applied to the SWE data in the same way that the MODIS products have been masked. In order to obtain a comparable product, a threshold was applied to the SWE data such that pixels with a value below the threshold were classified as ‘no snow’ and those exceeding the threshold were considered snow covered. This allowed us to produce binary snow cover maps from the SWE data, from which an estimate of the land-averaged snow cover fraction could be derived, for each day of year in the time series. The optimal threshold was determined by trying 10 different thresholds on SWE ranging from 0.01 to 0.1 m and obtaining the land-averaged snow cover fraction time series resulting from the binary maps produced at each threshold. The difference between the SWE-derived SCF time series and the MODIS-derived SCF time series was calculated for each day of the year and the squared difference was summed over the whole year, for each year in the dataset. The threshold producing land-averaged SCF time series that gave the smallest squared-sum was identified as the best threshold for that year. Except for two years (2003 and 2004) where the optimal threshold was determined to be 0.02 m using the older dataset delivered by UU, the optimal threshold for the remainder of the dataset was found to be 0.01 m. Hence, the SWE-derived snow cover fraction time series obtained from the binary snow cover maps corresponding to a threshold of 0.01 m applied to the SWE data, were used to obtain the general relationship between the SWE and MODIS datasets.

Using the land-averaged snow cover fraction time series, the algorithm used to estimate the first snow free day (FSFD) from the MODIS dataset was applied to the SCF time series derived from the threshold SWE model maps. The same algorithm was also applied to the land averaged SCF time series produced using the re-gridded MODIS data. Note that this may not have necessarily produced the same results as for example, calculating the FSFD per pixel in the MODIS data and subsequently averaging all FSFD estimates over all land pixels.

2.3.4. Comparison of MODIS with seNorge snow-covered area

In addition to the SWE model provided by seNorge, snow-covered area (SCA) estimates were provided at 3-hour intervals on a daily basis for the years 2012–2019. This allowed an opportunity to directly compare SCF time series as well as SCA at a pixel level, after reprojecting the MODIS data to the same grid as the seNorge snow-covered area. SCA maps corresponding to 1200 UTC have been used to compare with the MODIS-derived SCF estimates.

2.3.5. Geographical comparison of snow cover

In the final part of the comparisons between the datasets, the difference in number of days with snow derived from each of the data products, compared with that obtained from MODIS is mapped. In order to make this geographical comparison, a binary snow map was created, in the case of the SWE datasets by thresholding at 0.01 cm and for MODIS SCF, by thresholding at 50%. Since the AVHRR maps already represented a binary snow cover extent, adapting this product was not needed. Hence, for each pixel in the grid, the number of days in a year the pixel was classified as snow covered/not snow covered during each year using the AVHRR, MODIS and SWE datasets was calculated. The difference in number of days with snow cover between AVHRR and MODIS, and the SWE datasets and MODIS was then calculated at each pixel.
3. Results

For the comparison of land-averaged SCF derived from AVHRR snow cover extent maps, the AVHRR SCF estimates were found to be systematically greater than MODIS SCF for all years studied, as shown by the time series plots in Figure 2 and the scatter plot comparison for the general relationship for these land averaged SCF estimates shown in Figure 3. The relationship was nonlinear, with differences of up to 30%. For the lowest and highest SCF the two methods tended to converge.

Figure 2: Comparison of SCF time series from AVHRR (orange) and MODIS (blue) for 2000–2015, using the maximum cloud-free gap of 9 days to select AVHRR data.
Figure 3: Comparison of SCF from AVHRR and MODIS as a scatter plot, combining the land-averaged estimates from all days of the year and all years (2000–2015), using the maximum cloud-free gap of 9 days. A fitted spline curve is shown in light blue and a dashed line indicates where the land-averaged estimates from both sensors would be equal, implying that in this case, the MODIS SCF is consistently lower than those derived from AVHRR.

Figure 4: Comparison of SCF time series from thresholding of the older UU snow model SWE data and MODIS for all years with overlapping data (2000–2011 inclusive). The SWE thresholds producing best agreement with the MODIS data are given in the legends. The best agreement was determined by minimizing the squared differences over the yearly time series.
When SWE (UU) datasets underwent thresholding to estimate SCF, a somewhat closer agreement with the MODIS land-averaged SCF was obtained, indicated by the time series comparisons in Figure 4 and the scatter plots (Figure 5) with a positive bias in the SWE-derived SCF of approximately 10 % when MODIS SCF was >40 %. Below these values, the relationship was less linear, and the fitted spline curve suggests that MODIS estimates were on average greater than those derived from SWE. For first snow-free day estimates using MODIS and SWE SCF (Figure 6) the correlation was rather weak and MODIS estimates were generally earlier than those obtained using the SCF time series derived from SWE datasets. Interestingly in Figure 7, there was very good agreement for the estimates of the last snow free day obtained using both the MODIS and SWE-derived SCF time series. Figure 7 also shows that the strongest correlation was obtained for last snow free day using the SCF time series derived from the older SWE dataset (‘SnowModel-1’).

Figure 5: (a) Comparison of SCF from thresholding the older UU snow model SWE maps (SnowModel-1) and MODIS as a scatter plot, combining the land-averaged estimates from all DOY and all years (2000–2011). A fitted spline curve is shown in light blue. (b) same as for Figure 5a but using the newer UU SWE dataset for 2000–2017 inclusive (SnowModel-2).

Figure 6: (a): Comparison of the first snow free day (FSFD) derived using the older UU snow model SWE (SnowModel-1) derived land-averaged SCF time series and the MODIS first snow free day derived from the land-averaged SCF time series. (b) same as for Figure 6a but using the newer UU snow model SWE dataset (SnowModel-2). In both figures, a dashed line indicates where FSFD would be the same in both datasets, while a light blue solid line shows the linear fit. Correlation coefficient R is stated in the legend.
Figure 7: (a): Comparison of the last snow free day (LSFD) using the older UU snow model SWE (SnowModel-1) derived land-averaged SCF time series and the MODIS last snow free day derived from the land-averaged SCF time series. (b) same as for Figure 7a but comparing last snow free day using the newer UU snow model SWE snow model dataset (SnowModel-2). As for Figure 6, a light blue solid line indicates the linear fit to the two datasets and the dashed line shows where the LSFD from both datasets would be equal.

Figure 8: (a) Same as for Figure 5 but showing snow covered area from NVE (2013–2019) and (b) derived from thresholding of the NVE SWE dataset. A spline fit is shown by the light blue curve while a dashed line indicates where the two estimates would be equal.

In the case of the NVE seNorge SCA and SWE datasets, the seNorge SCA was generally lower than that obtained using the MODIS dataset for minimum snow cover during the summer months, but the degree of underestimation with respect to the MODIS dataset was greater when the SWE-derived snow cover fraction was compared. Figures 7a and 7b show the general relationship between seNorge (SWE-derived SCF) and MODIS SCF and between seNorge SCA and MODIS SCF respectively, which illustrate the underestimation of seNorge with respect to MODIS for lower snow cover fraction. For SCF > 50%, the fitted spline curve in Figure 8b shows that the MODIS SCF is on average slightly lower than that obtained from theseNorge product. Qualitatively, there was better agreement between the seNorge and MODIS time series during the first part of the year when SCF decreases toward minimum; after minimum there is less agreement leading to a lack of correlation between estimates of the last snow free day obtained from MODIS and seNorge (not shown).
For first snow free day (Figure 9), there is a more obvious linear relationship but the correlation is not particularly high and relatively similar when correlating the first snow free day derived from both SCA and thresholded SWE time series ($R = 0.72$ and $0.79$ respectively).

**Figure 9:** (a) Comparison of the first snow free day from MODIS and those derived using the seNorge land-averaged SCA time series and (b) thresholded SWE (seNorge) land-averaged SCF time series. As for Figures 5 and 6, a light blue solid line indicates the linear fit to the two datasets and the dashed line shows where the LSFD from both datasets would be equal.

**Figure 10:** (a) Left) Average difference in number of days with snow cover over Svalbard for 2000–2015, comparing AVHRR SCE with MODIS SCF. The MODIS SCF has undergone thresholding at 50% to obtain a binary SCE map and (b) (right) same as for Figure 10a but using SCE derived from the older UU snow model SWE dataset (2000–2011).
For the average differences in number of days with snow cover per year estimated by AVHRR and MODIS, Figure 10a indicates that no clear regional differences are present, but qualitatively, the differences are more altitude dependent. Figure 10a shows that the mean difference between AVHRR and MODIS is primarily positive in the valleys and around the coast while at mid- and higher elevations the difference is increasingly negative, i.e., AVHRR tends to estimate more days with snow per year compared with MODIS in the low-lying areas while at higher elevations, there is an apparent underestimation of snow cover in mountainous areas. Considering the geographical distribution of the mean difference in number of days with snow cover from the UU SWE datasets (Figure 10b), there is a tendency toward positive differences across most of the archipelago i.e., the number of days with snow cover from thresholding the 1 km resolution SWE maps, is mostly greater than the number of days of snow estimated by thresholding the 500 m resolution MODIS SCF maps.

This altitude dependency exhibited in Figure 10a is largely confirmed by Figure 11, which shows the mean difference distributed in bins of 100 m from 0 to 1600 m. At the lowest altitudes of up to 200 m.a.s.l, the bin averages are around 13 days, while for the highest altitude bin at 1500–1600 m.a.s.l the bin average is of the order of –10 days i.e., AVHRR estimates on average 10 days per year less snow cover compared to MODIS in this height range. There also exist dark red regions and islands around Nordaustlandet, which represent areas not mapped by the AVHRR dataset, resulting from the resolution difference between MODIS and AVHRR. The difference is therefore large and negative since there is no snow cover data here using AVHRR. For the UU SWE dataset, an almost opposite altitudinal pattern to that for the AVHRR data was obtained (not shown); at lower elevations of up to 200 m.a.s.l, there are on average fewer days with snow cover estimated from thresholding the SWE data when compared with the MODIS dataset, while at higher elevations the SWE dataset tends to estimate more days with snow each year compared with the MODIS SCF data. In the elevation band 700–900 m.a.s.l the thresholded SWE dataset estimates on average around 30 more days with snow cover per year when compared with MODIS at these altitudes.

![Figure 11: Altitude distribution of the mean difference in number of days with snow cover (cf. Figure 10a) comparing snow cover maps from AVHRR and MODIS for the period of 2000–2015. This figure shows clearly that the differences are positive at low altitudes (< 700 m.a.s.l) while at higher altitudes (>800 m.a.s.l) the mean difference in days with snow cover is negative, indicating that AVHRR overestimates the number of days with snow with respect to MODIS at low altitudes, while at high altitudes AVHRR underestimates number of days with snow with respect to MODIS. Best agreement for number of days with snow is found at altitudes between 700–800 m.a.s.l.](image-url)
For the Sentinel 2–MODIS comparison, Figure 1 shows an example of the snow cover fraction maps for a part of Nordenskiöld Land in central Svalbard for 7th June 2018. Qualitatively, some differences can be observed as the S2 SCF map exhibits smaller variation in the range of SCF than the MODIS map. This may be explained by the large difference in spatial resolution between the two sensors, whereby MODIS tends to smooth out snow cover with intermediate snow cover fractions to a greater extent than S2. Since S2 only is available for two years during the SATMODSNOW project, a thorough intercomparison between the two datasets has not been performed here. With ongoing acquisition of further data from S2 it is hoped that within a few years, a larger database will allow a more in-depth comparison of SCF estimated by the two sensors, qualitatively and quantitatively.

4. Connections and synergies with other SESS report chapters

4.1. This year

Killie et al. (2021): ‘Svalbard long-term variabilities of terrestrial-snow and sea-ice cover extent’. There are clear synergies between this and the current study. In the case of comparing terrestrial snow and sea-ice cover, a parallel study using the MODIS snow cover dataset was carried out by Vickers et al. (2020), which is a pre-cursor to the current SESS project.

Salzano R. et al. (2021): ‘Terrestrial Photography Applications on Snow cover in Svalbard’. The methods used by Salzano should have synergies when validating satellite data. In particular, it could be interesting to translate the long-term time series of webcam data on the Zeppelin mountain into a georeferenced snow cover dataset, perhaps used as a long-term reference dataset to quantify differences in SCF estimates using different sensors with variable spatial resolution.

4.2. Previous years

Karlsen et al. (2020): ‘Sentinel based mapping of plant productivity in relation to snow duration and time of green-up’. This report focuses on in-situ and satellite data from the Adventdalen region linked to plant productivity measurements. Current high-resolution Sentinel-1&2 sensors are well suited to accurately map the plant phenology and determine plant productivity. There are obvious synergies between the datasets used in Karlsen et al. (2019) and in this study, and the S2 dataset used is simply a by-product of the S2 NDVI dataset used. Synergies by combining various snow products are shown in the current report and could be extended to plant productivity.

Gallet et al. (2019): ‘Snow research in Svalbard: current status and knowledge gaps. The authors provide an overview of current snow research on Svalbard and identify needs for further research within the three main fields: glacial snow, seasonal snow on land and impacts of contaminants in snow. Based on the recommendations in this report (specifically related to seasonal snow on land), we believe that the SATMODSNOW project has at least partially provided answers to these recommendations by promoting scientific exchanges of data and interdisciplinary work (remote sensing/hydrology).
5. Unanswered questions

While this review has been able to address the first two objectives (outlined in section 1), as summarized in section 4, the third objective has only been answered to a certain extent in terms of suggesting potential methods to improve low resolution datasets (e.g. AVHRR) using higher-resolution datasets (e.g. MODIS or S2). In the results, the relationships between MODIS datasets and the AVHRR and snow model products are described. The remote sensing comparisons suggest that lower resolution sensors tend to overestimate SCF with respect to the higher resolution sensors (e.g. AVHRR-MODIS, MODIS-Sentinel 2 comparisons). This overestimation can be up to several tens of per cents. However, due to the Sentinel-2 dataset in this analysis being comparatively small in terms of temporal (two seasons) and spatial coverage, further analysis is required to fully establish the correction required to improve the lower resolution MODIS dataset. Acquiring additional Sentinel-2 scenes covering a greater area of Svalbard over the forthcoming years would contribute greatly to the understanding of the differences in SCF obtained at high and moderate spatial resolutions. Once this is ascertained, a corrected MODIS dataset should be used to update the regression obtained with the AVHRR dataset, thereby propagating the corrections down to the lowest sensor resolutions and allowing a long time series of SCF to be reconstructed at high spatial resolution. The potential of fusing models for SWE with satellite observations of snow cover is also high and should be used for improving models in the future. Various approaches could be envisioned for obtaining more realistic snow distributions but finding an acceptable compromise between the satellite observations and the input fields (mainly temperature and precipitation) used in the hydrological models is crucial.

6. Recommendations for the future

- The results in SATMODSNOW and other snow services such as CCI Snow should be utilized to compile a long-term time series of snow cover data for 1978–2020 with as high spatial resolution as possible. Such a consolidated dataset could play an important role in future snow research on Svalbard as well as interdisciplinary research within e.g. ecology, geophysics and climate research.

- Future efforts to integrate multi-source EO data (in situ, airborne and satellite observations) with new techniques (e.g. artificial intelligence and data assimilation) are highly recommended for further improving the characterization of snow cover and SWE in Svalbard.

- The snow measurement infrastructure on Svalbard needs improvements for providing more validation/ground truthing for both models and EO datasets. In addition to traditional ground instruments (met-stations, snow field surveys), datasets providing spatial coverage such as air- or UAV-borne are also needed, among others to reveal more details on the spatial snow distribution. Sensors that can measure additional snow properties such as temperature and liquid water content are also of interest.

- Upcoming datasets from EO (e.g. wet snow from SAR) should be compared and validated using corresponding layers from hydrological modelling (e.g. liquid water content) in the future.

- Methods to utilize EO data to improve hydrological models should be sought in order to better capture the snow cover distribution simultaneously as SWE estimates are improved.
7. Data availability

Table 1: Overview of all the data used in the project, and the availability of the datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Parameters</th>
<th>Period</th>
<th>Location or area</th>
<th>Metadata / Data access (URL, DOI)</th>
<th>Data provider, reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>MODIS</td>
<td>Snow cover fraction</td>
<td>2000–2020</td>
<td>Svalbard</td>
<td>Available in the SIOS data access portal in Q1 2021 <a href="https://doi.org/10.3390/rs12071123">https://doi.org/10.3390/rs12071123</a></td>
<td>NORCE</td>
</tr>
<tr>
<td>AVHRR</td>
<td>Snow probability</td>
<td>1982–2015</td>
<td>Svalbard</td>
<td>SIOS database; the URL will be added before the SESS report will be published</td>
<td>METNO</td>
</tr>
<tr>
<td>Sentinel-2</td>
<td>Snow cover fraction</td>
<td>2017–2020</td>
<td>Nordenskiöld Land</td>
<td>-</td>
<td>NORCE <a href="mailto:skar@norceresearch.no">skar@norceresearch.no</a></td>
</tr>
<tr>
<td>SeNorge</td>
<td>Snow water equivalent, Snow covered area</td>
<td>2012–2019</td>
<td>Svalbard</td>
<td><a href="http://www.senorge.no">www.senorge.no</a></td>
<td>NVE, <a href="mailto:tus@nve.no">tus@nve.no</a></td>
</tr>
<tr>
<td>SnowModel</td>
<td>Snow water equivalent</td>
<td>2000–2011 and 1957–2018</td>
<td>Svalbard</td>
<td>SIOS data access portal: <a href="https://bit.ly/3nkfu18">https://bit.ly/3nkfu18</a></td>
<td>Uppsala University (UU), <a href="mailto:ward.van.pelt@geo.uu.se">ward.van.pelt@geo.uu.se</a></td>
</tr>
</tbody>
</table>

Table 2: Datasets overview showing a comparison of the remote sensing datasets (Sentinel-2, MODIS, AVHRR) and SWE datasets derived from snow models (seNorge, UU) in terms of the time period with data coverage, spatial resolution, snow cover variables and if the polar night period is available.

<table>
<thead>
<tr>
<th></th>
<th>Sentinel2</th>
<th>MODIS</th>
<th>AVHRR</th>
<th>SeNorge</th>
<th>UU</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Spatial resolution</strong></td>
<td>20 m</td>
<td>500m</td>
<td>4km</td>
<td>1km</td>
<td>1km</td>
</tr>
<tr>
<td><strong>Wavelengths used</strong></td>
<td>510–580 nm</td>
<td>860–1040 nm</td>
<td>545–565 nm</td>
<td>580–680 nm; 3550–3930 nm</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Snow extent</strong></td>
<td>Snow cover fraction</td>
<td>Snow cover fraction</td>
<td>Snow probability</td>
<td>Separate SCF layer or derived from SWE using 1 cm threshold</td>
<td>Derived from SWE using 1 cm threshold, (2 cm in 2003/2004)</td>
</tr>
<tr>
<td><strong>Snow mass</strong></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>SWE/snow depth</td>
<td>SWE</td>
</tr>
<tr>
<td><strong>Polar night</strong></td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>
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## List of abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVHRR</td>
<td>Advanced Very High Resolution Radiometer</td>
</tr>
<tr>
<td>EO</td>
<td>Earth Observation</td>
</tr>
<tr>
<td>FSFD/LSFD</td>
<td>First/Last Snow Free Day</td>
</tr>
<tr>
<td>MODIS</td>
<td>Moderate Resolution Imaging Spectroradiometer</td>
</tr>
<tr>
<td>NDSI/NDVI</td>
<td>Normalized Differential Snow/Vegetation Index</td>
</tr>
<tr>
<td>NVE</td>
<td>The Norwegian Water Resources and Energy Directorate</td>
</tr>
<tr>
<td>NWP</td>
<td>Numerical weather prediction model</td>
</tr>
<tr>
<td>S2</td>
<td>Sentinel-2</td>
</tr>
<tr>
<td>SCE</td>
<td>Snow Cover Extent</td>
</tr>
<tr>
<td>SCF/SCA</td>
<td>Snow Cover Fraction/Snow Covered Area</td>
</tr>
<tr>
<td>SWE</td>
<td>Snow Water Equivalent</td>
</tr>
<tr>
<td>UU</td>
<td>Uppsala University</td>
</tr>
</tbody>
</table>
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1. Introduction

The presence of snow cover has a large impact on Arctic ecosystems, human activities, atmospheric processes and the Earth's surface energy balance. However, the snow cover is challenging to map for larger regions due to its large spatial and temporal variability and its changing properties influenced by temperature, precipitation, wind, vegetation and local topography. Also, the sparse number of weather stations with snow cover measurements contributes to a poor observational database. Svalbard is located on the border between the ice-covered Arctic Ocean and the warmer North Atlantic sector; therefore the sea becomes a controlling factor of the climate. By using satellite remote sensing monitoring, it is possible to get a better overview of the snow conditions on land.

In this study, we use existing long-term climate data records of the snow cover on Svalbard and the sea-ice area in the adjacent sea, based on satellite data, to investigate how they are related to each other. The long-term climate data record of the snow cover on Svalbard (Killie 2019) is combined with the snow model output for snow water equivalent and in-situ measurements of snow cover and snow-off dates. Temporal as well as spatial trends are investigated. From existing global satellite climate data records of sea-ice concentration, the sea-ice trends in a selected Svalbard region are investigated in relation to the snow cover trends.

2. Overview of existing data

The datasets contributing to this study include long-term satellite data records (section 2.1.1 and 2.1.4), long-term in-situ ground measurements (section 2.1.2), as well as output extracted from a long-term model dataset of climatic mass balance, snow conditions and runoff in Svalbard (section 2.1.3). We also include a shorter data record from in-situ measurements of ground surface temperature [COAT (Pedersen et al. 2020), section 2.1.2]. A common grid and overlapping time span are selected where possible. The satellite-based snow cover data record covers 1982–2015, and thus the sea-ice concentration data, in-situ ground data and snow modelling data are restricted to cover the same time period. Over land, the snow model data are re-projected to the same 4 km resolution grid as the satellite snow cover data record. The coastal zone is masked, and for quantitative analysis, glaciated land pixels are masked as well. Figure 1 shows land pixels (snow-covered or snow-free) and glaciated pixels. The inset map shows the regions used for comparison with in-situ data.

In section 2.1, the datasets are presented in separate sub-sections, and in the following section 2.2, potential correlations are investigated.
Figure 1: Map of Svalbard showing the study area in Central Spitsbergen. Glaciated pixels are shown in grey. The inserted map shows the regions that are used for comparison between the satellite snow product against in-situ snow cover data (orange square) observed at the manned weather station at Svalbard Airport (marked with a black marker), and against in-situ spatial data on snow-off dates (purple square) in three valleys on Nordenskiöld Land – Gangdalen, Lille Gangdalen and Semmeldalen – marked with red, blue, and green markers, respectively.
2.1 Dataset description

2.1.1 Satellite data for terrestrial snow

The Advanced Very High Resolution Radiometer (AVHRR) instrument is a versatile imaging instrument used for monitoring cloud cover, land and water surfaces. Sea surface temperature, snow cover, ice cover and vegetation characteristics are parameters that can be derived from AVHRR data. The instrument has flown onboard polar-orbiting satellites since the late 1970s. The resolution is approximately 1 km, but only data at a reduced resolution of approximately 4 km is permanently archived and available with Global Area Coverage (GAC). A Fundamental Climate Data Record (FCDR) for radiances and brightness temperatures from the AVHRR GAC data has been made available by the EUMETSAT Climate Monitoring Satellite Application Facility. The current FCDR covers 1982–2015 and is the basis for the satellite-based product for terrestrial snow cover discussed in this chapter. An updated FCDR, with an extended data period including 2020, is planned for release within 2021 and will allow for a larger overlap in time with more modern snow or snow-proxy in-situ observations, such as the in-situ data described in section 2.1.2.

MET Norway’s probabilistic snow cover algorithm, normally used in conjunction with AVHRR data for the mainland of Norway (Killie et al. 2011), has been adjusted to be used for the Svalbard archipelago. The algorithm uses a set of signatures (instrument channel combinations) and statistical coefficients derived from training datasets of typical surface classes. Satellite swath products from 24 hours are aggregated into daily products at 4 km grid spacing, and a threshold at 50% probability for snow is set, giving a daily, binary snow/no snow product. This snow cover product has been validated against ground observations of snow depth from weather stations at Ny Ålesund, Svalbard Airport, Hornsund, Barentsburg, Bjørnøya and Sveagruva, and from samplings of snow depths across Nordenskiöld Land. The total hit rate for snow was in the 92–98% range for the different observation sites, and the total hit rate for snow-free land was in the 52–64% range. Representation error is a challenge when validating a 4 km satellite product against point observations. The location of the weather station does not necessarily represent the surrounding terrain well. This can be particularly challenging for Svalbard, which is characterized by a narrow coastal zone and steep terrain. In some cases, the ground observation is located near glaciers, and the corresponding satellite grid cell is dominated by the radiative properties of the glacier.

In addition to the relatively coarse resolution, AVHRR data are also limited by clouds. Due to frequent cloud cover in the Arctic regions, a 24-hour aggregation period is normally insufficient to give a cloud-free product for Svalbard. Therefore, the dataset contains a gap-filled product as well, where the nearest-in-time cloud-free information searching up to 9 days forward or backward in time is filled in when needed. In the following analysis, the gap-filled product is used.

The algorithm uses reflected sunlight from the surface, and only the pixels for which the solar elevation is 10 degrees or more above the horizon are processed. The Svalbard dataset is therefore constrained to March through September for each year of 1982–2015. This means that the melting season is well covered, but the onset of the snow season later than September is not covered. From this binary product, the following parameters can be derived: The number of snow-free days (SFD) is calculated for each pixel as the number of days with no snow over a time period of interest; the snow-covered fraction (SCF) is the ratio of snow-covered pixels to the total number of land pixels per day; and the land-covered fraction (LCF) is similarly the ratio of snow-free pixels to the total land pixels. The snow cover extent (SCE) shows the accumulated area of snow-covered pixels in square kilometres and is useful for comparing monthly or interannual variations.
In Figure 2, the upper right panel shows the SCF for each day in 1982–2015. A 9-days moving average has been applied to reduce high frequency noise. As seen by the seasonal time series, the melting detected from this dataset typically starts between the second half of May and end of June. The years are coloured depending on their decade and thereby indicate a shift towards an earlier melting start and advanced spring season. The lower right panel shows the trend of the melt onset by plotting for each year the day-of-year when the SCF falls below 95%. The linear trend of the melting onset is found to have a negative rate of 2.6 days per decade (significant to the 0.05 level). This corresponds to well a week earlier melt-start over the 30+ years of satellite data studied here.

Figure 3 shows the spatial distribution of the trend over the 1982–2015 period in the total SFD during May to August, as well as a histogram of all land pixels as a function of height, where the colour represents the trend values. About 77% of the pixels showing a significant trend have an increase in the number of snow-free days (red colour), while 23% show a decrease (blue colour). The areas of largest positive trends are concentrated in regions that are dominated by lowland valleys and coastal plains. Most noticeable are the trends centred near the large valleys on Nordenskiöld Land: Adventdalen, Reindalen and Sassendalen. Here, a positive trend in the range of 1 to 2 days per year is found. The areas with a decrease in SFD (blue regions) are less dependent on elevation.
2.1.2 In-situ data for snow

In this study, we use two different types of in-situ snow data: snow-off dates derived from temperature loggers from the COAT observation system and manually observed records for snow cover from a weather station. Both datasets are described briefly in this section and compared with the satellite snow product in section 2.2.1.

The long-term Climate-ecological Observatory for Arctic Tundra (COAT) observation system monitors several state variables, including the timing of snowmelt, locally in a network of temperature loggers on the ground surface (Ims et al. 2013). In 2009, a spatial design was implemented to cover the two most important Svalbard reindeer habitats (Loe et al. 2016). COAT builds on this and its own established network of loggers. “Ground surface temperature” is defined as the surface or near-surface temperature of the ground (bedrock or surficial deposit), as measured in the uppermost centimetres of the ground. Ground surface temperature data loggers are currently spatially widespread within the COAT regions on Nordenskiöld Land and along the west coast (Broggerhalvøya and Forlandssundet). With the data from these loggers, it is possible to calculate the snow-off dates (c.f. Staub and Delaloye, 2017). Let’s take an example from three valleys on Nordenskiöld Land (see inset in Figure 1). Here, ground temperature loggers (iButton DS1921G; Maxim Integrated, San Jose, California, USA) have been placed in the soil surface in the ridge (dominated by Salix polaris) and sub-ridge vegetation (dominated by Luzula confusa and/or Poa spp.) at 48 locations, along elevational gradients throughout the study area. Ridge and sub-ridge vegetation types were selected because they constitute the main feeding habitat for reindeer in winter (Hansen et al. 2010). Wind-induced snow transport processes result in a strong heterogeneity of the winter snow cover (e.g. Luce
et al. 1998; Mott et al. 2012). The spatial variability of the snow depth distribution at the time of peak accumulation and the local energy balance result in a gradual development of a patchy snow cover during the ablation period (Mott et al. 2012). The COAT ridge and sub-ridge sites used here are exposed to wind, and snow depths are generally thinner (typically snow depth is 35 cm in March according to Loe et al. 2016) than those in other areas of the landscape where snow accumulates as deep drifts in sheltered spots and where it remains until early summer (snowbed communities). Thus, these sites must be regarded as sites representing early snow-off dates. Each logger recorded the soil surface temperature every fourth hour throughout the year with accuracy of 0.5 degrees C. Data description and protocols are further described in Loe et al. (2016).

In-situ observations of snow cover (SC) are manually performed by the Norwegian Meteorological Institute in a radius of 1 kilometre around the weather station at Svalbard Airport (see Figure 1). The observations are made in line with national and international guidelines for observations of snow cover. SC is an estimated assessment made by an observer and the results may be slightly dependent on the person. SC is reported using codes 0–4: 0 – No snow, 1 – Mostly bare ground, but some snow patches, 2 – Half the ground is snow covered, 3 – Mostly snow-covered ground, but some bare patches and 4 – Full snow cover.

2.1.3 Snow model data

Van Pelt et al. (2019) present a dataset of simulated glacier climatic mass balance, seasonal snow conditions and runoff for the entire land-area of Svalbard. Driven by a meteorological forcing from a regional climate model, the model solves the surface energy balance to estimate surface temperature and melt and simulates the multi-layer evolution of snow temperature, density and water content (Van Pelt et al. 2012; Van Pelt and Kohler 2015). For 1957–2018, Van Pelt et al. (2019) found, for Svalbard, a non-significant trend in snow disappearance date (0.0±0.9 days decade$^{-1}$) and a significant increase in snow onset date (1.4±0.9 days decade$^{-1}$). Here, the model output of snow water equivalent (SWE), including both seasonal snow and multi-year snow (firm), is used. The SWE data are projected from the original 1-km resolution model grid to the 4-km resolution satellite product grid by means of linear interpolation. From the SWE data, the number of SFD is calculated by assuming that snow-free conditions apply when SWE is below 0.01 m water equivalent. The snow model data is compared with the satellite-based snow cover product in section 2.2.2.

2.1.4 Satellite data for sea ice

For more than four decades, sea ice has been monitored in the polar regions by using satellite remote sensing. In this study, we use the global sea-ice concentration climate data record, version 2, from the EUMETSAT Ocean and Sea Ice Satellite Application Facility (OSI SAF). Sea-ice concentration (SIC) is computed from a combination of brightness temperatures from the long-term series of satellite passive microwave instruments SMMR, SSM/I and SSMIS. The product is provided on a 25-km resolution grid but the true spatial resolution is closer to 50 km. The data record contains daily files for the 1979–2015 period, which covers the full-time series of the satellite snow product (section 2.1.1). All daily files and product documentation are available from the OSI SAF web portal (Table 1). More details on the retrieval method and product validation are also found in Lavergne et al. (2019).

It must be noted that due to the coarse spatial resolution and potential coastal noise, this product is not meant to monitor the ice cover in the long narrow fjords but mainly represents the conditions in the open adjacent sea.

During winter months, Svalbard is almost encapsulated by sea ice except for the western part with much-reduced sea ice due to the influence of the warm Atlantic water in the West Spitsbergen Current. In the summer months, the ice edge retreats northward and is often completely detached from the coast of Svalbard. Typically, the ice cover is the largest around March, and the sea-ice minimum occurs around September [see Figure 4 (upper two panels)].
In order to investigate how the presence of sea ice might influence the onset and speed of snow melting on land, a time series of daily sea-ice area (SIA) is derived from the SIC data within a region around Svalbard (0–40°E longitude, 72–85°N latitude). SIA is defined as the accumulated area of the ocean surface covered by any amount of ice (with SIC > 0%). Figure 4 (lower left panel) shows the seasonal curves of the Svalbard SIA for 1982–2015 with each year coloured differently. SIA has large seasonal and interannual variabilities; however, an overall trend of decreasing SIA values per decade is visible throughout the year.

Figure 4 (lower right panel) shows the spatial distribution of the concentration trends in June, as computed in each pixel over the 1982–2015 period. June is a typical melting month midway between maximum and minimum ice conditions, and the ice concentrations are seen to be dominated by negative trends (red) in the Svalbard region, especially along the ice edge east of Svalbard into the northern Barents Sea. A dominance of negative trends in the Svalbard region is found for all months in the year with the strongest trends in the mid-winter months of November to February (not shown). The negative trends suggest a more retained ice edge and a less dense ice cover around Svalbard, which, again, may result in more direct interaction between the relatively warm open ocean and the cold winter atmosphere. Section 2.2.3 contains an analysis of the sea ice trends in relation to the trends for the snow cover derived from the satellite dataset.

Figure 4: The upper two panels show the mean sea-ice concentration (1982–2015) in March and September, representing the maximum and minimum ice condition around Svalbard. The lower left panel shows the seasonal sea-ice area where each year from 1982 to 2015 is indicated by a separate line. A 9-day moving window average has been applied. The lower right panel shows the trend in the mean sea-ice concentration in June over the 1982–2015 period, with red and blue colours indicating negative and positive trends respectively. For the map plots, the grey contour line along the ice edge represents the 15% line of concentration. The black box on the maps is the Svalbard region over which the sea-ice area is computed. Data source: EUMETSAT OSI SAF global sea-ice concentration climate data record (version 2).
2.2 Data analysis

2.2.1 Comparison of satellite snow with in-situ data

The overlap between the satellite snow cover product (1982–2015) and the in-situ snow-off date data (2010–2015) from COAT is too short for trend analysis, but the comparison and discussion are included here. We focus on three areas on the central Nordenskiöld Land: Gangdalen, Lille Gangdalen and Semmeldalen (see Figure 1). In Figure 5, the upper left panel shows a comparison of the median number of snow-free days from May to July for the in-situ snow-off data for 16 monitoring sites, each within the three areas for each year in 2010–2015 with an average number of SFD from the satellite product collected for a surrounding region (see Figure 1, purple square). Two different elevations are used as maximum, in order to restrict the satellite extract to lower-lying areas. The in-situ monitoring sites are mostly located at or near the base of the valley.

Comparing the ratio of snow-free land according to the satellite product (the LCF) for the same region, as restricted to four different maximum elevations, we find that here the median snow-off date takes place for a low LCF (see Figure 5, upper right panel). The maximum snow-off date corresponds to LCFs in the range of 0.5 to 0.9, depending on the maximum pixel elevation. Considering that the in-situ sites generally represent early snow-off dates, these results are reasonable.

Comparisons are also drawn between the satellite snow product and the in-situ observations of snow cover around Svalbard Airport, as described in section 2.1.3. Satellite data are collected for a region near the weather station (see Figure 1, orange square), and is limited to only contain pixels between sea surface level and up to an elevation of 200 meters. The SCF for this region is shown in Figure 5 (lower left panel) as a function of the day. The median value together with the 10 and 90 percentiles are shown in the same panel (red lines). Blue lines show the median and the 10 and 90 percentiles for the SC code from the in-situ snow data. The lower right panel shows in-situ snow cover data with dashed lines and satellite data with solid lines. Here, the data are gathered in decades, and median values are shown. Both the in-situ snow cover data and the satellite data show a shift towards earlier melting of snow. Svalbard Airport is located at the outermost part of Adventdalen and near the fjord Isfjorden and is exposed to strong winds, which means that it only has a thin snow cover in winter and, like the COAT data, is early snow-free. The observed differences between the satellite product and station data are reasonable.
DATA SUMMARY

2.2.2 Comparison of snow cover from the satellite with snow model

From the satellite data and the snow model data, the SFD for May–August has been found for each pixel for each year in the 1982–2015 period. Figure 6 compares the averaged total May–August SFD (top) and the trends (bottom). Trends are only shown for the non-glacier domain and for when the trend is significant at a 95% confidence level. Overall, the model and satellite products produce similar spatial patterns of both the average SFD and the associated trends. Both products find the highest SFD (up to 100 days) at low elevations in central Spitsbergen, where the strongest positive trends are also found (up to 2 days per year). The latter high trends, implying a > 60 days increase in snow-free-season length over 1982–2015, can only be explained by the complete melting of multi-year snow patches during the study period. In other parts of Svalbard, trends are mostly non-significant, in part because of high inter-annual variability. A difference between the two products is that, in contrast to the satellite observations, the model SFD trend distribution does not show an alternating pattern of negative and positive trends in central Svalbard, but shows a more homogeneous positive trend.
Figure 6: The upper panels show the mean SFD for May–August over the 1982–2015 period for the satellite product (left) and the snow model interpolated to the satellite grid (right). The lower panels show the trend in total SFD for May–August over the same years, again with the satellite product (left) and snow model (right). Here, glaciated pixels are masked (grey), and only pixels significant to the 5% p-level are coloured.
2.2.3 Correlation between snow on land and sea ice

In the previous sections that presented the long-term satellite datasets of terrestrial snow in Svalbard and sea ice in the adjacent sea, negative trends dominated both datasets over the 34-year period from 1982 to 2015. The onset of snow melting has, on average, advanced more than a week from late June to mid-June, and the sea-ice conditions show dominantly negative trends in the Svalbard region for each month of the year. Despite the long-term negative trends in common, how well does the interannual variability of the snow cover on land and the amount of ice-covered adjacent seas relate to each other? The monthly averaged values of the SIA and SCE are compared with a range of time lag combinations: SCE for May to August against SIA for January to August. Both datasets are linearly detrended in order to avoid high correlation without causation. Instead, we are seeking the correlation of their respective interannual variations.

The first comparison of SIA with SCE, including all land pixels (excluding glaciers), results in positive but non-significant correlations for all time lag combinations. This correlation between sea-ice area and Svalbard total snow cover is also supported by a recent study by Vickers et al. (2020), who compared the Svalbard snow cover based on remote-sensing MODIS data and the regional sea ice in the 2000–2019 period. In the following comparisons, we therefore account for the elevation of the land pixel. The trend in the duration of the snow cover was found to be strongly dependent on the land elevation (Figure 3), and it is thus reasonable to assume that any atmospheric effect from an ice-covered/ice-free ocean will also have a larger influence on the lowlands rather than on the higher mountains where temperatures are colder and often below 0 degrees.

The combinations giving the highest correlations are presented in Figure 7 (left panel) as a function of the selected maximum pixel elevations between 50 m and 250 m a.s.l. Comparison of the SCE for June and SIA for June results in significant positive correlations for all the lowland elevations (green line). A significant positive correlation with a 2-month time lag is also found between SCE (up to 150 m pixel elevation) for June and SIA for April. Beyond that, overall positive correlations are found between SCE for June and SIA for January to March and May, but they may not be significant to a 5% p-level. That the June values of SCE caused the highest correlations against the SIA does not come as a surprise as June represents the time of onset of snow melting, which is again most probably affected by the ocean-air interactions and transport of warmer or colder winds from an open ocean or ice-covered ocean, respectively, over land. The significant linear relationship in June ($R=0.45$, $P=0.009$) is shown in the scatter plot in Figure 7 of SIA against SCE for land pixels of maximum 50 m elevation. Both monthly datasets are detrended, and each dot represents a year within the 1982–2015 period, coloured with respect to their decadal affiliation.
Figure 7: Left panel shows the correlation between the SCE in June and SIA for April, May and June, which gave the highest correlations. Correlations are plotted against the maximum pixel elevation from 50 m to 250 m, and also includes correlation using all land pixels (glacier excluded). The solid line represents when correlation is significant to 5%, whereas the dotted line represents non-significant correlation. Right panel shows the scatterplot of SCE against SIA for June (with no time lag), which had the highest correlation ($R=0.45$, $P=0.009$). Each yearly dot is coloured with respect to its decadal affiliation.

3. Connections and synergies with other SESS report chapters

The data and analysis of snow in Svalbard presented in this chapter are related to other chapters in this issue. The chapter “Satellite and modelling-based snow season time series for Svalbard: Inter-comparisons and assessment of accuracy” (Malnes et al. 2021) compares a MODIS-based time series of fractional snow cover (2000–2020) with other satellite-based snow datasets (including the satellite snow time series discussed herein) and with snow models (including the snow model used in this chapter). They focus on differences between the datasets and investigate whether the datasets can build on each other and thereby provide a long-term time series of snow cover data.

The chapter “Terrestrial Photography Applications on Snow Cover in Svalbard (PASSES)” (Salzano et al. 2021) gives an overview of time-lapse camera systems working in Svalbard, with special focus on snow cover applications. The PASSES initiative has managed to identify a large number of image providers, archived imagery and processed datasets dating back to the year 2000. Despite the differences in spatial resolution, the identified time-lapse imagery and fractional snow cover products might be an important source of data for calibration and validation of both snow (Aalstad et al. 2020) and sea ice satellite products.
4. Unanswered questions

Here we list some questions that still remain to be explored to fill the gaps we have identified.

- What are the changes/dynamics in snow cover extent during the polar night period?
- The alternating pattern of negative and positive trends in central Svalbard seen in the satellite product should be investigated. It is not found in the snow model. Is this an artefact, or does it reflect the increase in precipitation seen over Svalbard (cf. Hanssen-Bauer et al. 2019)?
- In the present study, temporal variation in the snow was compared directly with sea-ice area variability. However, how is this relation affected by other geophysical factors such as temperature, wind, and humidity?
- In the analysis of different time-lag combinations between snow and sea ice, a negative correlation was found between late-summer snow and mid-winter sea-ice conditions. This is out of the scope of this chapter, but an unanswered question is whether a reduced sea-ice cover early in the year might affect a long-lasting snow cover in Svalbard. Could it be a chain reaction where less ice causes more ocean–air interaction, thereby causing more humidity over land, which again results in more snow precipitation?

5. Recommendations for the future

Focus on snowpack properties: The ecosystem impact of changing snowpack properties, snow cover extent and duration in a warming climate is a particularly central theme in COAT and a generally important arena for interdisciplinary research between ecology and geophysics. Besides the need for co-location of research infrastructure, there is a need to develop a data-model fusion system that merges available observational datasets on snow properties with state-of-the-science, high-resolution (1- to 500-meter scale), physically based snow models. The goal of this data-enhancement system is to create accurate, spatially distributed and time evolving datasets that can be used to better understand relationships between drivers (predictors) and biotic responses and ecosystem processes. Several climate impact pathways formalized by COAT conceptual models are driven by changes in snowpack properties, snow cover extent and duration. State-of-the-art monitoring of such pathways is dependent on snow modelling products, and joint efforts will contribute to this. See further details in Pedersen et al. (2020).

Focus on spatially and temporally explicit sea-ice maps: Wildlife use sea ice as hunting and migration corridors, and the lack of high-quality maps at the relevant spatial and temporal scales relevant to wildlife is hampering the possibility of analysing data at ecologically relevant scales to the long-term monitoring of climate change effects of the COAT program. Such products may also be essential in the continuation of understanding the linkages between sea ice and terrestrial primary productivity (Macias-Fauria et al. 2017).

Strengthen the collaboration: The scientific community will benefit from a more coordinated cooperation between snow research groups operating in and outside the SIOS infrastructures and the wider snow remote sensing community. Remote sensing products need high-quality calibration and validation data series. Discovery and assimilation of archival and on-going snow depth, snow water equivalent and snow cover extent datasets (especially archival, dating back to the 80’s) would be extremely helpful in calibration and validation of long-term satellite products and models.
6. Data availability

Table 1 contains a list of the datasets used, including the data owner and how to access the data.

Table 1: A list of the datasets used in this study

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Parameters</th>
<th>Period</th>
<th>Location</th>
<th>Metadata/Data Access</th>
<th>Data provider, reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1982–2015 daily, binary snow cover maps for Svalbard</td>
<td>Snow cover</td>
<td>1982–2015</td>
<td>Svalbard archipelago</td>
<td>Available in the SIOS data access portal in Q1 2021</td>
<td>MET Norway</td>
</tr>
<tr>
<td>COAT data</td>
<td>Snow-off dates derived from temperature loggers (iButton)</td>
<td>2010–2015</td>
<td>Nordenskiöld Land</td>
<td>COAT database (not published yet)1 Research/Data/COAT-Data-Portal</td>
<td>NMBU (Leif Egil Loe)</td>
</tr>
<tr>
<td>Snow cover data from the Svalbard Airport</td>
<td>Manually observed in-situ data -</td>
<td>1982–2015</td>
<td>The manned station at Svalbard Airport</td>
<td>frost.met.no</td>
<td>MET Norway</td>
</tr>
</tbody>
</table>
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1. Introduction

Mapping the evolution of the snow cover in Arctic regions is a critical task that must be addressed in order to estimate how the environment is affected and adapts to climate change. The snow cover characterization and its spatiotemporal evolution represent important factors to be considered in the framework of climate modelling at a global scale. Furthermore, snow cover is an Essential Climate Variable (ECV) of the Global Climate Observing System (GCOS), and high priority is assigned to enhancing and maintaining snow observations (World Meteorological Organization 2016). From this perspective, the continuous monitoring of snow cover is a major contemporary scientific challenge, and the advances in remote sensing explain why optical data are so commonly used for this purpose (Dietz et al. 2012; Petäjä et al. 2020). The description of snow cover comprises different parameters, and two variables – its extent and albedo – can be investigated using optical remote sensing (Gascoin et al. 2020; Vermote et al. 2016; Riggs et al. 2017). However, two different aspects must be considered for the enhancement of the final output: time and spatial resolution. Both components are connected using remotely sensed data (Dietz et al. 201), since the higher the spatial resolution (below hundreds of meters), the lower the revisit frequency will be (more than 1 week). The major advantage of monitoring the snow with remotely sensed data is the possibility of deriving area-wide and spatially comprehensive surface information with a regular and repeatable set of measurements, even in remote areas. In mountain areas, where the surface heterogeneity is greater, additional problems could affect the results. The state-of-the-art snow products concerning the snow extent are derived using remotely sensed data, and they are based mainly on the relation between the radiative behaviour of the surface and the Fractional Snow Cover (FSC), also defined as the Fractional Snow-Covered Area ($f_{SCA}$). This parameter describes the fraction of surface covered by snow in the picture element (pixel) of a remotely sensed image. The relation between the FSC and the optical behaviour of the surface represents the most common inference required by remote sensing studies (Gascoin et al. 2020; Riggs et al. 2017; Vermote et al. 2016). There are many options for estimating this relation: combining satellite products with a different spatial resolution (Salomonson and Appel 2006, Yin et al. 2013), using spectral unmixing (Painter et al., 2009), and using ground-truth information (Aalstad et al 2020; Gascoin et al. 2020; Salzano et al. 2019). From this perspective, terrestrial photography provides an opportunity to have accurate ground truth when satellite overpass occurs, this ground truth could represent robust information useful for estimating site-specific relations between retrievals from different satellite platforms and FSC. The available time-lapse and webcam networks are important data sources for calibrating and validating satellite products, but a survey about available image datasets and the homogenization of the different data chains is needed to create a regional infrastructure. The availability of a time series concerning the snow cover is an important gap that can be filled by using terrestrial time-lapse photography. The use of terrestrial photography is not limited only to the estimation of the snow-covered area, but it has also shown potential in assessing other snow parameters. The optical calibration of the camera system can be useful for albedo-oriented applications, where the use of reference targets supports the description of the optical behaviour of snow (Corripio 2004; Garvelmann et al. 2013). Furthermore, modifications of the spectral sensitivity of the camera can be used for the retrieval of relationships between the reflectance in the near-infrared wavelength domain and the snow microphysics (Matzl and Schneebeli 2006). Additional snow features can be extracted from terrestrial images focused on reference targets that can geometrically evidence the snow height (Bongio et al. 2019; Garvelmann et al. 2013; Parajka et al. 2012). Finally, terrestrial photography applications can also be adapted to other disciplines in order to study glacier dynamics (How et al. 2019; Vallot et al 2019), coastal processes (Nicu et al. 2020), and vegetation phenology at Arctic sites (Anderson et al. 2016; Beamish et al. 2020; Kępski et al. 2017). From this perspective, terrestrial photography provides a large variety of snow cover
applications with different maturity levels. Hardware limitations can nowadays be easily bypassed, since the technological developments and the limited costs support the availability of reliable devices that can operate under severe environmental conditions. Image processing represents the challenging component of this approach, since different algorithms are proposed, but the definition of a standardized procedure could be an important requirement. This summary is aimed at defining the background where a snow camera network could be implemented in the framework of Svalbard Integrated Arctic Earth Observing System. The proposed contribution will be composed of the following sections: an overview of available webcams in the Svalbard archipelago; a first survey about available camera systems; the definition of a metadata profile useful for characterizing every camera node; and the description of processed datasets.

2. Overview of existing data

There is a large number of network cameras in Svalbard that can potentially be used for assessing the evolution of the snow cover. The knowledge about available datasets, their metadata descriptions, their processing chains, and their product specifications are all important factors for obtaining a complete overview of terrestrial photography applications in such a remote area. The overview of cameras operating in the Svalbard archipelago has been approached by searching for specific applications on the snow cover and by collecting information about images that can be found on the web – that are not solely focussed on research purposes in the cryospheric domain (Figure

![Figure 1: Distribution map of available cameras in Svalbard (a). Fraction of cameras with vertical versus oblique setups (b) and fraction that show snow cover (c).](image)
1). The first step in defining a webcam network aimed at estimating the snow coverage with time-lapse cameras is to designate a metadata profile suitable for creating a registry of available devices.

2.1. Metadata profiling of terrestrial cameras

This primary task can be approached following the guidelines prepared by SIOS (Godøy and Holmen 2017), where the core of a metadata profile is based on mandatory information. This first component must be coupled with an expansion specific to instrumental devices and can possibly be enriched by additional data that are prepared for similar applications or to identify specific FSC estimations. The first component is described in the ISO 19115, where a general-purpose metadata is described. More detailed models for some aspects of resource description, including quality, data structure, or imagery, are defined in other ISO geographic information standards. The metadata model described herein enables the implementation of domain-specific user extensions based on a common pattern to facilitate the implementation of software using those extensions. Extensions have been prepared considering the experience of other communities on similar camera networks (Peltoniemi et al. 2018; Seyednasrollah et al. 2019; Wingate et al. 2015) for other purposes such as vegetation phenology or ski resort monitoring. The increasing interest in establishing snow-related camera networks in the European Alps (Flöry et al. 2020; Portenier et al. 2020) has supported the identification of specific expansion components (Figure 2) for collecting information on: (i) already tested camera setups; (ii) repositories where imageries are archived; (iii) ortho-rectification approaches; (iv) quality check procedures; and (v) snow classification algorithms. Once a network is established, additional expansions can be defined in order to characterize site-specific conditions and uncertainties about the monoplotting procedures and the snow cover retrievals.

---

**Figure 2:** Identified components for describing the metadata profile required by a terrestrial camera network.
The collection of this information will be useful for: (i) an overview of the already tested camera setups; (ii) identification of the repositories where imageries are archived; (iii) survey of approaches focussed on ortho-rectification; (iv) censoring of quality check procedures; and (v) identification of snow classification algorithms.

2.2. Overview of cameras available in Svalbard

The overview of cameras operating in the Svalbard archipelago has been approached by searching for specific applications on the snow cover and by collecting information about images that can be found on the web – that are not solely focussed on research purposes in the cryospheric domain (Figure 1). The survey identified at least 60 cameras operating in the region that are managed by research institutions (87%) and local private companies (13%). The collected information includes facilities operated by 4 nationalities (Norway, Poland, Italy and France), by 8 SIOS members and by 8 non-SIOS member institutions. Further censusing activities are still necessary in order to involve parties in providing more detailed information, but this incomplete picture points us to the important constraints about the framework on terrestrial photography applications. Around 61% of the registered devices are involved in activities focussed on assessing the snow cover condition of the surface. About 70% of these cameras are actually operating, and about 30% are discontinued or under maintenance. Furthermore, while 32% of the imaging sensors are provided by systems with a vertical setup and a limited field of view, the rest are acquired by oblique-oriented systems, with a larger field of view. The number of motorized systems is increasing and pan/tilt/zoom cameras are available with large panoramic views. From this perspective, the identified systems can be categorized into four different classes defined by combining the orientation, site location and the resulting perspective (Table 1).

The installation of the registered cameras is affected by logistic issues (power supply, network connection, maintenance and other environmental problems), and the available locations are consequently limited to a few areas where settlements are present: Longyearbyen, Ny-Ålesund and Hornsund. Mature snow-cover estimations from camera systems are limited to a few locations that will be described in the next sections. The rest of the cameras are not processed in terms of snow cover, and they are usually not archived in order to be compliant with the national regulations on privacy. This summary is focussed on the description of the datasets that have been designed for snow-related studies, are maintained at the moment and accessible to the scientific community.

### Table 1: Classification of different camera setups

<table>
<thead>
<tr>
<th>Orientation</th>
<th>Camera setup</th>
<th>Camera type</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical</td>
<td>Close range</td>
<td>Standard</td>
<td>1–10 m²</td>
</tr>
<tr>
<td>Oblique</td>
<td>Close range</td>
<td>Standard</td>
<td>&lt; 1 km²</td>
</tr>
<tr>
<td></td>
<td>Long range</td>
<td>Standard</td>
<td>1–5 km²</td>
</tr>
<tr>
<td></td>
<td>Multiple views</td>
<td>Motorized</td>
<td>&gt; 5 km²</td>
</tr>
</tbody>
</table>

2.3. Ny-Ålesund

2.3.1. The Zeppelin Observatory

The Zeppelin Observatory is a research infrastructure managed by the Norwegian Polar Institute where a combination of different time-lapse cameras have been operating since 2000. The facility is located close to the top of the Zeppelin mountain (at 475 m a.s.l.) facing the Kongsfjorden in front of the Ny-Ålesund village. This dataset represents the longest camera time series available in Svalbard (Pedersen 2013), and different devices have been involved in acquiring images. The longest component of this dataset is the view looking at Ny-Ålesund village, where different cameras have been used during the acquisition history. This imagery has been provided by a fixed and oblique setup with a projected covered area ranging from 3 to 5 km². The camera system, upgraded from a low resolution sensor to the latest AXIS P5635-E-MKII device, has increased the image size from a
480sd to a 1080p format. Furthermore, the final acquisition timing has been fixed at an hourly scale, and all of the images have been archived, streamed online and made publicly available. The second component of this dataset is constituted by the imagery acquired by a pan/tilt/zoom device that now provides 4 different views of the Kongsfjorden once per day. The perspective is assessed by having at least ten ground control points (buildings, infrastructures, etc.) but all of the images are controlled in terms of alignment using customized procedures based on recognized patterns or objects in each image (mainly identified from coastline and topography). Finally, projected pixels are grouped in satellite-derived grids (Sentinel, Landsat and MODIS are considered at the moment), and only grid elements with a consistent number of pixels included (100 pixels) are selected for the FSC retrieval. The analysis of this long time series provided a description of snow cover evolution over a decadal temporal range (Figure 3) and the obtained dataset was combined with different satellite platforms (Petäjä et al. 2020).

Figure 3: Representation of the projected areas covered by the different available cameras (a) on Zeppelinfjellet and close to the Amundsen-Nobile Climate-Change Tower (CCT). Estimation of the first snow-free day in the Brøggerdal area (b).
2.3.2. The Climate Change Tower

Two cameras are located close to the Amundsen-Nobile Climate Change Tower at the Kolhaugen site: one with a vertical setup and one with an oblique orientation and a limited field of view. While the first device is positioned at 3 m above the ground, the second one is installed 15 m above the surface. Both are customized systems where the sensor is a Sony IMX219 with an 8 megapixel resolution. The projected area covered by each perspective view is controlled by each setup, and it can be estimated to be 5 m² and 1.2 km² respectively. Furthermore, both cameras acquire images hourly, and they have been operating since 2015 (vertical) and 2018 (oblique). Data are routinely downloaded to the CNR servers and are processed in terms of fractional snow cover using algorithms based on the blue-channel thresholding (Salvatori et al. 2011) and the spectral similarity approach (Salzano et al. 2019). The perspective, especially for the oblique setup, is assessed by having at least ten ground control points but all of the images are controlled in terms of alignment using customized procedures based on recognized patterns or objects in each image. Finally, projected pixels are grouped in satellite-derived grids (Sentinel, Landsat and MODIS are considered at the moment), and only grid elements with a consistent number of pixels included (100 pixels) are selected for the FSC retrieval (Figure 4). The aims of these devices are: (i) to approach the multi-scale issue through different perspectives with different spatial resolutions (Petäjä et al. 2020); and (ii) to integrate the FSC assessment with the retrieval of spectral reflectance obtained by other instruments (Salzano et al. 2016).

![Figure 4: Example of a 20x20 m resampling grid projected on the image (a). Evolution of the melting season close to the Climate Change Tower (b).](image-url)
2.3.3. The Scheteligfjellet site

An automatic camera system was deployed at 562 m a.s.l. near the summit of Scheteligfjellet (719 m a.s.l.) to monitor snowmelt patterns in the Bayelva catchment. The system consisted of a Canon EOS 1100D digital single-lens reflex camera triggered by a Harbortronics time-lapse package. It was maintained and installed for each ablation season (May–August) in the years 2012–2017 by scientists from the Department of Geosciences at the University of Oslo. The camera delivered hundreds of high-quality oblique daily images except in rare periods with low cloud cover, artifacts, or system malfunction that were later filtered out. These images were orthorectified with a camera calibration toolbox using a high-quality reference DEM and orthophoto. An independent validation indicated an average georeferencing error of under 2 m with no systematic shifts. These 0.5 m resolution orthoimages were then cropped to a 1.77 km$^2$ AOI to avoid edge distortions and significant anthropogenic disturbances. Subsequently, each of these images was individually and manually classified into binary snow-covered and snow-free pixels using an image-specific threshold on the blue band histogram. These high-resolution orthorectified binary snow cover images can be spatially aggregated and applied to validate satellite retrievals of FSC (Figure 5).

A more detailed description of the processing chain for this camera system is provided in Aalstad et al. (2020). Therein, this imagery is used to validate FSC retrieved from several optical satellite sensors – namely Terra/Aqua MODIS, Landsat 8 OLI and Sentinel-2A/2B MSI – using algorithms varying in complexity from thresholding to spectral unmixing. A subset of the imagery was used in an earlier snow data assimilation experiment (Aalstad et al., 2018) for validation and to provide observation error variance estimates for the assimilated satellite.
retrievals. These error estimates were also used in a subsequent high resolution snow data assimilation framework that was implemented over the Swiss Alps (Fiddes et al., 2019).

### 2.4. The Adventdalen area

With support from the SIOS InfraNor project since 2018, the University of Tromsø established an automatic system for monitoring vegetation and environmental seasonal changes in Svalbard. Ten racks were distributed within the lower part of Adventdalen, south of Longyearbyen. All racks had basic equipment comprising one RGB camera, one non-imaging NDVI sensor and a sensor measuring both soil moisture and temperature. In addition, five racks were equipped with a thermal infrared sensor measuring surface temperature, and two racks had sensors recording the photochemical reflectance index (PRI). For calibration purposes, hemispheric NDVI and PRI sensors were mounted on three racks measuring incoming radiation. The cameras used were WingScapes TimeLapseCam cameras (WCT-00122; Ebsco Industries, China), with a resolution of 8 MP and were taking RGB images from a vertical position at a height of 2 m. The project has been operational with ten cameras since 2016.

![Figure 6: Examples of RGB indices derived from different regions of interest (ROI) during the growing season.](image)

Figure 6: Examples of RGB indices derived from different regions of interest (ROI) during the growing season. The blue encircled area (a) has a low vegetation cover, which leads to lower values of the Green Chromatic Coordinate (GCC) index (b). The orange outline encircles dense vegetation which leads to a higher value of GCC (c). Distribution map of the available camera racks (d).

A landscape camera (CuddeBack H-1453, CuddeBack Digital, RGB, 20 Megapixel) is mounted up in the hillside of the Breinosa mountain, facing the Adventdalen river and surveilling 4 of the racks and their surroundings. The CuddeBack camera has been operative since 2018. Both the rack cameras and the landscape camera are set up in late April / early May and taken down again by the end of September. The main purposes of the rack cameras are to document, on a daily basis, the plant phenology at the plot and species level, as well as to generate vegetation indices (greenness indices). The landscape camera will monitor and document, on a daily basis, the appearance, growth and withering of plant communities surrounding the racks (Figure 6).
2.5. The Hornsund area

Seven time-lapse cameras are located in the neighbourhood of Polish Polar Station, Hornsund, which is managed by the Institute of Geophysics, the Polish Academy of Sciences. Two of them were installed in 2014, primarily for snow cover applications: one near the Fugleberget summit (550 m a.s.l.) overlooking the small Fuglebekken catchment and the second on a small container in the catchment (5 m a.s.l.) facing towards the slopes of the Fugleberget mountain. The devices used in those setups were Harbortronics Digisnap 2000 time-lapse camera systems, which originally provided 12.2 megapixel resolution. The one at the summit was replaced later by its modernized continuation rebranded as Cyclapse Pro. The one overlooking the slopes of Fugleberget was uninstalled in 2015. Both sets take photos every hour starting in the spring before the ablation season begins. The camera mounted near the summit was used for providing fractional snow cover estimates during the melting period for an area of about 0.7 km$^2$ (Figure 7). Snow classification was performed using blue-channel thresholding applied to the orthorectified imagery, originally to study the timing of snow disappearance from various tundra vegetation communities (Kępski et al. 2017). Other cameras installed in the Hornsund area are in-house developed systems based on DSLR cameras. They were designed for tracking the position of the glacier front, changes of the coastline and sea-ice dynamics. These cameras operate within the framework of oceanographic monitoring of the Polish Polar Station at Hornsund.

Figure 7: Time-lapse camera mounted near the Fugleberget summit in Hornsund: a) raw image; b) orthorectified image with binary classified snow surface clipped to mask with the smallest distortions of terrain (marked in cyan); and c) fractional snow cover in melting seasons 2014–2016.
3. Connections and synergies with other SESS report chapters

This data summary has different connections with previous SESS reports where the imagery provided by time-lapse cameras were mentioned as tools useful for studying snow-covered areas (Gallet et al. 2019) and as a ground-truth technique for vegetation-related studies based on remote sensing (Karlsen et al. 2020). Terrestrial photography is in fact an ideal approach for observing the evolution of the snow cover through a broader perspective than standard point measurements. Furthermore, the snow cover evolution affects the vegetation phenology, and, especially when the melting season is over, additional information about vegetation growth can be extracted from oblique or vertical time-lapse images. The contribution of terrestrial photography presented in this chapter also offers important synergies with other disciplines concerned with other chapters available in this report: (i) Svalbard long-term variabilities of terrestrial-snow and sea-ice cover extent (Killie et al. 2021); and (ii) satellite and modelling–based snow season time series for Svalbard: inter-comparisons and assessment of accuracy (Malnes et al. 2021). In both cases, terrestrial photography can offer an important source of ground truth, which is useful for combining different satellite observations obtained with different temporal and spatial resolutions. The seasonal description of the snow cover obtained by time-lapse cameras is certainly limited in terms of spatial coverage but it is almost continuously independent from the cloud cover.

4. Unanswered questions

The collected information showed a considerable availability of cameras located in the Svalbard archipelago that could be important data sources to be integrated between different disciplines. We defined a key background of the camera nodes useful for preparing the groundwork for establishing a snow-related camera network in Svalbard. The defined framework highlighted the need for key information from all of the identified systems. The survey is still ongoing since only 40% of the contacted camera operators have responded positively and are ready to provide details in line with the metadata profile, which would be useful for characterizing the data processing components. Networking is a critical task and the aim of such an effort is to increase the number of locations investigated for snow cover purposes. Camera systems are, at the moment, available in a few selected sites where the logistical support can be easily provided: Longyearbyen, Ny-Ålesund and Hornsund. A few additional sites are present, but data chains from those have a lower maturity level, with images not being processed in terms of snow cover and/or not being archived due to privacy issues. More high-level nodes are necessary in order to obtain a good spatial distribution representing the different environmental conditions available in the archipelago.

We defined a specific questionnaire that could represent a key tool for continuing the censusing activity developed in the PASSES website1. The dataset on available cameras is complete with respect to the most mature nodes (6) included in this contribution, and which were identified between the involved partners, but it still needs more effort for completing the harvesting of information from other research groups. Looking at the data processing, we identified the most important high-maturity datasets and analysed them in order to identify the key components that must be harmonized for having a standardized snow cover product. There are different setups that range from heterogeneous camera devices (different sensor resolutions, fore optics, sensor types), to installation features (site elevation, perspective coverage, acquisition seasoning), image data

1 https://niveos.cnr.it/passes/
processing (ortho-rectification and classification), and finally to the uncertainty estimation. There is a need for a shared strategy for the different components of these data processing chains, and the final solution will be a compromise between maintenance issues, logistic requirements, resource allocation and data/privacy constraints.

Once the strategy has been defined, such an infrastructure will be important for different disciplines (glaciology, hydrology, plant and animal ecology, coastal processes, sea-ice tracking, satellite cal/val) and it will be ready to be integrated with other SIOS and COPERNICUS infrastructures.

This data summary could contribute to laying the groundwork for a regional service aimed at describing the FSC using terrestrial photography. Furthermore, the availability of different datasets can represent a training infrastructure for novel algorithms and innovative approaches focused on integrating and assimilating different data sources. By defining the regional framework of available datasets – some of which are already connected to the SIOS data infrastructures – the Earth System Science community could increase the opportunity to fill the multi-scale gap present between different disciplines such as remote sensing and snow microphysics.

5. Recommendations for the future

1. The aforementioned problems and knowledge gaps hinder the full use of the opportunities presented by terrestrial photography. To enhance its usefulness for snow cover and other related studies, we propose the following actions that can be taken by the SIOS community to support research in this field:

2. Promote actions and projects that assume usage of time-lapse cameras, especially in more remote areas of Svalbard. Most terrestrial photography setups focus on the Spitsbergen shores, close to human settlements. There are no cameras that cover the field of view of higher-elevation terrain.

3. Stimulate the creation of a Svalbard camera system network. Although all cameras provide valuable scientific data, it is currently difficult to use them collectively for one scientific purpose. There is a need to create a common and easy-to-apply algorithm for processing large quantities of images from different devices for snow cover applications.

4. Create a space on the SIOS website that gathers information about actively maintained camera systems on Svalbard. As a preliminary version, we propose the website created during the preparation of this report⁴.

5. Promote the estimation of the fractional snow-covered area from images obtained by time-lapse cameras not specifically devoted to snow studies. This action will facilitate the involvement of local communities in the framework of citizen science, even if some privacy issues must be resolved first.

6. Stimulate the use of time-lapse cameras by different disciplines where high time–resolved information can be retrieved for different purposes (glaciology, hydrology, plant and animal ecology, coastal processes, sea-ice tracking, satellite cal/val).

⁴ https://niveos.cnr.it/passes/
## 6. Data availability

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Parameters</th>
<th>Period</th>
<th>Location</th>
<th>Metadata/Data Access</th>
<th>Data provider, reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brøggerdalen</td>
<td>Raw imagery</td>
<td>2018–2020</td>
<td>Brøggerdalen</td>
<td><a href="http://iadc.cnr.it/cnr/metadata_view.php?id=112">http://iadc.cnr.it/cnr/metadata_view.php?id=112</a> Data request (Roberto Salzano: <a href="mailto:roberto.salzano@cnr.it">roberto.salzano@cnr.it</a>)</td>
<td></td>
</tr>
<tr>
<td>Brøggerdalen</td>
<td>Fractional snow cover</td>
<td>2018–2019</td>
<td>Brøggerdalen</td>
<td><a href="http://iadc.cnr.it/cnr/metadata_view.php?id=80">http://iadc.cnr.it/cnr/metadata_view.php?id=80</a> Data request (Roberto Salzano: <a href="mailto:roberto.salzano@cnr.it">roberto.salzano@cnr.it</a>)</td>
<td></td>
</tr>
<tr>
<td>CCTower</td>
<td>Raw imagery</td>
<td>2015–2020</td>
<td>Kolhaugen</td>
<td><a href="http://iadc.cnr.it/cnr/metadata_view.php?id=110">http://iadc.cnr.it/cnr/metadata_view.php?id=110</a> Data request (Roberto Salzano: <a href="mailto:roberto.salzano@cnr.it">roberto.salzano@cnr.it</a>)</td>
<td></td>
</tr>
<tr>
<td>Fuglebergsletta</td>
<td>Raw imagery</td>
<td>2016–2020</td>
<td>Hornsund</td>
<td>SIOS data access portal: <a href="https://bit.ly/37hfcSM">https://bit.ly/37hfcSM</a> Data request (Mateusz Moskalik: <a href="mailto:mmosk@igf.edu.pl">mmosk@igf.edu.pl</a>)</td>
<td></td>
</tr>
<tr>
<td>Fuglebekken catchment</td>
<td>Raw imagery</td>
<td>2014–2019</td>
<td>Hornsund</td>
<td>SIOS data access portal: <a href="https://bit.ly/2JcyqjK">https://bit.ly/2JcyqjK</a> Data request (Bartłomiej Luks: <a href="mailto:luks@igf.edu.pl">luks@igf.edu.pl</a>)</td>
<td></td>
</tr>
<tr>
<td>Zeppelin observatory</td>
<td>Fractional snow cover</td>
<td>2014–2019</td>
<td>Ny-Ålesund</td>
<td><a href="http://iadc.cnr.it/cnr/metadata_view.php?id=111">http://iadc.cnr.it/cnr/metadata_view.php?id=111</a> Data request (Roberto Salzano: <a href="mailto:roberto.salzano@cnr.it">roberto.salzano@cnr.it</a>)</td>
<td></td>
</tr>
<tr>
<td>Adventdalen landscape</td>
<td>Raw imagery, vegetation index</td>
<td>2016–2020</td>
<td>Adventdalen</td>
<td>Available in the SIOS data access portal in Q1 2021 Data request (Lennart Nilsen: <a href="mailto:lennart.nilsen@uit.no">lennart.nilsen@uit.no</a>)</td>
<td></td>
</tr>
<tr>
<td>Adventdalen racks</td>
<td>Raw imagery, NDVI, soil moisture, temperature (soil and surface)</td>
<td>2016–2020</td>
<td>Adventdalen</td>
<td>Available in the SIOS data access portal in Q1 2021 Data request (Lennart Nilsen: <a href="mailto:lennart.nilsen@uit.no">lennart.nilsen@uit.no</a>)</td>
<td></td>
</tr>
</tbody>
</table>
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SESS Report 2020 – The State of Environmental Science in Svalbard
1. **Highlights**

- The description of the snow cover in the Arctic can be approached with different spatial and time scales. This large variability is not a weakness; rather, it represents a relevant opportunity to fill the multi-scale gap that affects snow cover monitoring.

- The availability of long time series is the key to observing long-term climate changes. A combination of different methodologies based on several data sources (terrestrial and satellite observations) is the most reliable solution.

- Terrestrial photography contributes by offering high-resolution and high temporally resolved ground truth for satellite imagery, but it is limited in terms of spatial extension. This approach is unaffected by cloud cover but requires a large number of observing sites distributed across the region.

- The long-term climate data record for the terrestrial snow cover in Svalbard with snow model output for snow water equivalent and in situ measurements of snow cover and snow-off dates are important for many scientific disciplines.

- Time series offer the opportunity to study the relationships between satellite observations and snow-related models.

2. **Background**

The snow cover can be studied by combining different data sources and integrating several data types. Snow cover data is relevant not only for the study of snow *per se*, but it is also used as input for different models (e.g. snow models) and to verify simulation output. Earth observation (EO) of snow involves the gathering of information on the physical properties of snow via remote sensing technologies as well as in situ measurements. Snow is characterised by many properties, including snow cover, snow depth, temperature, density, grain size, shape, etc. Different sensors have variable capabilities of measuring snow. In situ sensors or sensors close to the site measure the properties more efficiently, in terms of time resolution, than remote sensing at the cost of being only valid as a point measurement. Remote sensors cover a wider area but are usually less timely resolved. Spatial and temporal scales are the most critical features that must be taken into account in order to fill the existing gap between the different observation methods.

On the one hand, in situ point measurements can be extremely detailed over time but limited in terms of spatial extension. On the other hand, satellite acquisitions can provide complete spatial coverage across Svalbard but have limitations associated with revisiting time and the cloud cover. In the past five years, since the deployment of the first Sentinel-2 platform, the gap between satellite and in situ observations has reduced thanks to technological improvements, with the availability of automated measurement stations on one side and, on the other, the introduction of new satellite platforms that are becoming more efficient in terms of numbers (constellations of platforms) and sensor capabilities. There have also been significant improvements in the range between satellite and in situ observations with the development of intermediate methodologies: airborne platforms, unmanned aerial vehicles, terrestrial photography, etc. All these approaches can contribute to the integration of new, recent and past observations.

This report includes three data summaries that contribute to this important task, focusing on integrating different data sources for the assessment of the state of the snow cover. The first (PASSES) provides a picture of terrestrial
photography applications focused on the snow cover with information about the facilities operated by different nationalities and the maturity level of datasets in terms of fractional snow cover retrieval. The second (SvalSCESIA) compares the existing satellite-based long-term climate data record for terrestrial snow cover in Svalbard with snow model output for snow water equivalent and in situ measurements of the snow cover and snow-off dates. Spatial and temporal trends are investigated and viewed in relation to trends in sea-ice area for the adjacent sea, derived from a long-term climate data record for sea-ice concentration. The third (SATMODSNOW) compares satellite observations with outputs from hydrological snow models and quantifies the differences. All three present a full picture for every single approach and suggest the need for more efforts in the comparison between tools providing estimations of the same variable obtained with different spatial and time resolutions. Comparisons and the understanding of the uncertainties may also provide insight and help reduce observational and modelling uncertainty in the future. Furthermore, these approaches show the potential impact of a holistic approach on the final description of processes occurring in the Arctic ecosystem.

3. Summary

The description of the snow cover represents important knowledge useful for the calibration and validation of the snow process and hydrological models. From this perspective, the availability of long time series is a critical task that can be approached using ground-based as well as remotely sensed data. The current SESS report includes three different chapters about data sources that can provide important datasets with different time and spatial resolutions. These differences are not a limitation but represent an opportunity to develop a multi-scale analysis and obtain reliable input for climate and ecological models. The chapter ‘PASSES’ (Salzano et al. 2021), focuses on terrestrial photography applications, provides an overview of the cameras operating in Svalbard looking at specific applications on the snow cover and collecting information about the images discoverable and/or accessible on the web. These data sources can provide information about the state of the snow cover that is limited in terms of spatial extension (10 m$^2$ up to 10 km$^2$) but almost independent from the meteorological conditions and characterised by high time resolution.

The availability of a network of cameras, potentially operating for a long time (the longest time series covers about 20 years), offers the opportunity to have continuous ground truth for validating remotely sensed data. Looking for an upscaling strategy from in situ observations to satellite data, terrestrial photography can be easily linked to the satellite sensors characterised by higher spatial resolution (Sentinel-2, Landsat 8, etc.). This is the case with the results presented in the third chapter ‘SATMODSNOW’ (Malnes et al. 2021), where sensors characterised by higher spatial resolution are considered. Data provided by AVHRR, MODIS and Sentinel-2 Multi-Spectral Instrument (MSI) cover the 2000–2020 time interval, providing a snow cover description with a spatial resolution ranging from 4 km to 10 m and time resolution spanning from 5 days to half a day. In SATMODSNOW, several hydrological snow models were compared with snow cover fractions from satellites. The comparisons show that there are significant differences between the datasets, both with respect to the geographical snow distribution and the timing of the snow cover. The main reason for the differences is possibly inaccurate precipitation/temperature inputs to the snow models. Improvements are foreseen in the future when snow models can assimilate satellite data as well.

Furthermore, the description of the snow cover seasonality at different spatial scales contributes to the assessment of climate changes. Potentialities have been highlighted in this direction by the chapter ‘SvalSCESIA’ based on the AVHRR platform
This dataset covers the 1982–2015 time interval and provides a snow cover description with a 4 km spatial resolution and a daily time resolution. Satellite monitoring showed an earlier onset of snow melting in Svalbard, with the most pronounced decrease in the valleys by 1–2 days/year. The variability of the snow cover in the lowlands correlates with the variability of sea ice in the adjacent sea, especially in the month of June. This chapter confirmed the need to develop a data model fusion system that would merge the available observational datasets on snow properties with state-of-the-art, high-resolution (1 to 500 m scale) and physically based snow models. The goal of this data-enhancement system is the creation of accurate, spatially distributed and time-evolving datasets for better understanding the relationships between ecosystem processes. Additionally, integration with other snow parameters such as snow depth, snow water equivalent and snow-cover extent datasets (especially archival dating back to the 80s) would be extremely helpful in the calibration and validation of long-term satellite products and models.

**Figure:** The representation of a multi-scale strategy aimed at solving the gap existing between in situ measurements and satellite observations: the snow cover observed from different perspectives. The gaps between different spatial and temporal scales need to be bridged using sensors in the intermediate scale range (e.g., airborne sensors) to understand and remove uncertainties in long-term snow time series based on coarse-scaled satellite data and modelling.
4. Joint recommendations

- Intercomparisons (and intercalibrations) of snow products from coarse scale (4km, AVHRR), via medium scale (500m, MODIS) and detailed (10–20m, S2-MSI) to sub-meter scale (time-lapse cameras) could be investigated; this will help in better understanding detailed melting patterns.

- A SIOS/Svalbard supersite for remote sensing of snow should be established to provide sustained in situ reference snow measurements that can be used for cal/val activities.

- Attempts should be made to map, harvest and maintain (if possible) all kinds of EO products of snow over the archipelago and validate/quantify errors in each of the datasets.

- The assimilation of EO data in snow hydrology and snow process models needs to be further investigated.
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1. **Introduction and objectives**

Permafrost plays an important role in the Earth system, underlyng 25% of the terrestrial parts of Planet Earth. In Svalbard, permafrost underlies almost all land areas not covered by glaciers. Permafrost is often near its freezing point and thus is sensitive to climatic changes. The thermal state of permafrost and active layer thickness are the two essential climate variables (ECVs) monitored to quantify the effects of climate change on permafrost conditions. We presented the observations of these ECVs in Svalbard in the first SESS report (Christiansen et al. 2019), focusing on their meteorological controls and provided an update in our SESS report card (Christiansen et al. 2020). The response of permafrost landscapes to thawing can be largely affected by the amount of ground ice in the stratigraphy, as was identified as a recommendation for future permafrost studies in both earlier SESS reports. When ice-rich permafrost thaws, melting ground ice often results in ground subsidence and instability. Therefore, the amount of ground ice provides a good indication of the sensitivity of permafrost landscapes to climate-induced changes. Additionally, thawing permafrost impacts infrastructure, nutrient and sediment transport into rivers and fjords, and landslide regimes, resulting in important links to large parts of the SIOS observation system.

A variety of drilling methods and monitoring equipment have been used to establish boreholes for permafrost thermal observation in different landforms and types of sediment, soil, and bedrock in Svalbard. In some cases, core samples were extracted during drilling these boreholes, allowing for ground ice determination and classification of stratigraphy. Permafrost drilling is typically conducted during winter, as rig transport must be done on frozen and snow-covered ground. Weather conditions during drilling operations are often demanding for both personnel and machines. Additionally, drilling and sampling in Arctic permafrost are logistically and technically challenging, requiring specialized techniques, custom drilling equipment, knowledge and experience from the drillers and project coordinators.

In this SESS report, we, therefore, focus on how to obtain samples and determine the ground ice content by presenting the research and drilling infrastructure currently available in Svalbard. We also present and discuss the ground ice content from the observation sites as a key factor for assessing the response of the Svalbard permafrost landscape to changes in climate. The objectives of this chapter are: (1) to provide a technical overview of the methods and drilling equipment used in permafrost in Svalbard and an overview of the available equipment for permafrost coring, (2) to summarise the currently available data on ground ice content and stratigraphy from the permafrost ECV observation sites, and (3) to summarise the observational time series of the Svalbard permafrost ECVs from the hydrological years starting in summer 2016 to summer 2019.

2. **Connections and synergies with other SESS report chapters**

In the introduction, we have made reference to our earlier SESS chapters and explained how this chapter advances our two earlier permafrost SESS contributions. As this contribution shows, assessing the permafrost changes needs access to meteorological observations as an important controlling factor. These have unfortunately not yet been analysed in large separate detail in SESS reports, but many chapters use different meteorological data available and, in this report, there is a chapter on meteorological modelling (Gjermundsen et al. 2021). Permafrost changes are relevant for the hydrological observations presented in a review in this report (Nowak et al. 2021). Permafrost observations are influenced by snow dynamics as is described by Killie et al. (2021). Clearly, surface hydrology,
groundwater, and snow cover dynamics are related to permafrost; e.g. insulation effects of snow cover, convective and advective heat transfers of water in the active layer and frozen soils.

3. Overview of drilling equipment

A drill rig is typically needed to establish boreholes down to DZAA in permafrost (Gilbert et al. 2015). To also record the amount of ground ice in the permafrost, the drill rig needs to be able to collect cores during drilling. Here, we provide a first overview of the drilling methods and equipment used for permafrost drilling in Svalbard.

3.1. Drilling methods

Rotary drilling is used for all sites. The drill engine is mounted on a mast or tower that allows for vertical movement. It inserts rotation, thrust, torque and flushes fluid (water or air) through the drill rods to the drill bit. However, drill bit design differs for the five systems used in Svalbard and can be categorised into rotary percussion drilling and rotary core drilling. While rotary percussion drilling is developed for advancing into the ground efficiently, the latter is intended for retrieving core samples of the best possible quality.

3.1.1. Rotary percussion drilling

Down-the-hole hammer drilling (DTH) is most commonly used for boreholes in Svalbard. The percussion introducing unit is located right behind the drill bit in the borehole. It is powered by compressed air that flows through the drill rods. Combined with the rotation drill engine, small fragments are broken loose by carbide tungsten inserts in the drill bit front (Figure 1D). Cuttings are flushed up and out above the ground surface by the excess air of the hammer, allowing for the collection of bulk, bag samples. Besides the drill rig, the air compressor is the vital machinery providing enough energy to drive the hammer and remove the cuttings/the loose material being blown out of the borehole. This method was used for the following boreholes: Old Aurora Station, Endalen, Janssonhaugen, UNIS east, DBNyÅlesund, Kapp Linné 1, Kapp Linné 2, and Hornsund (Table 1). At Bayelva, a top hammer was used. In this set-up, the percussion introducing unit is situated above the borehole, in or near the drill motor. During rotation, percussion is applied to the drill bit through the drill rods.

<table>
<thead>
<tr>
<th>Borehole name/ID</th>
<th>Location</th>
<th>Rig category type</th>
<th>Operator</th>
<th>Drilling equipment</th>
<th>Available drill methods</th>
<th>Weight (ton)</th>
<th>Depth (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adventdalen P10</td>
<td>Longyearbyen</td>
<td>Atlas-Roc 701</td>
<td>Store Norske Spitsbergen Kulkompani AS</td>
<td>DTH</td>
<td>Yes</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Adventdalen P11</td>
<td>Longyearbyen</td>
<td>Nemtek 300TS</td>
<td>Kings Bay AS</td>
<td>DTH</td>
<td>Yes</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Adventdalen P12</td>
<td>Ny-Ålesund</td>
<td>GM 50 GT Combi</td>
<td>UNIS permafrost rig LB 1200 (modified)</td>
<td>Core drilling, auger, sounding, DTH</td>
<td>0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adventdalen east</td>
<td>Adventdalen</td>
<td>Geotech 504</td>
<td>Polish Polar Station, Hornsund</td>
<td>Core drilling, auger, sounding, DTH</td>
<td>2.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adventdalen Old Aurora Station 2</td>
<td>Adventdalen</td>
<td>Geotechnical</td>
<td>Arctic and Antarctic Research Institute (St. Petersburg)</td>
<td>Core drilling, DTH</td>
<td>0.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adventdalen Kapp Linne 1</td>
<td>Adventdalen</td>
<td>UKB 12/25</td>
<td>universe Centre in Svalbard, Kobilri Geo Services</td>
<td>Core drilling, DTH</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adventdalen Kapp Linne 2</td>
<td>Adventdalen</td>
<td>UNIS LB 1200</td>
<td>Store Norske Spitsbergen Kulkompani AS</td>
<td>Single core barrel</td>
<td>7.5 m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adventdalen Endalen</td>
<td>Adventdalen</td>
<td>Onram 1500</td>
<td>Store Norske Spitsbergen Kulkompani AS</td>
<td>Core drilling (Wireline)</td>
<td>unknown</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Drill equipment information for permafrost boreholes presented in this report.
3.1.2. Rotary core drilling

A steel cylinder that accommodates the core is equipped with a barrel head to connect to drill rods and a drill bit that drills directly into the ground. The simplest coring equipment used is the single core barrel. It can consist of one piece or be made of several interchangeable elements (Figures 1A and 2A). The single core barrel is used “dry”, where no flushing medium (water, air, mud, foam) is used. The borehole in Barentsburg was drilled this way. There the core barrel was fitted with tungsten carbide bit inserts.

To retrieve samples from the borehole at DBNyÅlesund, a double core barrel was used with impregnated diamond drill bits. The inner core barrel, held by ball bearings, does not allow contact of the core with the rotating outer core barrel (Figure 1B). An air compressor was used to cool the drill bit and flush cuttings to the surfaces. This method was used only to drill the upper part of the borehole.

Drilled as an exploration borehole, Breinosa was drilled using a wire line system (Figure 1C). As a “lazy” modification of the double core barrel, here the inner core barrel can be retracted by means of a steel wire. The outer rotating casing including the core barrel supports the borehole walls during operation. Cooling of the drill bit and removal of cuttings are carried out by water with salt as an additive to hinder freezing.
Figure 3: A) Single core barrel. Squared tungsten carbide inserts form the crown of the drill bit. (Photo: Ullrich Neumann), B) Borehole being drilled in Janssonhaugen. Drill rig, air compressor and accessories are placed onto one large sledge (Photo: Johan Ludvig Sollid). C) Rotary percussion drilling at Endalen borehole with the Geotech 504 geotechnical drill rig. (Photo: Håvard Juliussen). D) The Hornsund GM 50 GT Combi drill rig. (Photo: Tomasz Wawrzyniak). E) Russian drill rig in operation near Barentsburg. (Photo: Ullrich Neumann) F) UNIS permafrost drill rig drilling the DBNyÅlesund borehole. Kings Bay AS supplied the air compressor (Photo: Ullrich Neumann).
3.2. Equipment categories

3.2.1. Construction drill rigs

Designed for construction and mining purposes, construction drill rigs are very efficient drilling tools. Both machinery and methods are well established utilizing rotary percussion drilling methods. However, the rather high mass of around 10 tons makes them ineffective for boreholes far away from general infrastructure. Including the compulsory air compressor, the total weight is often over 20 tons. Generally, the rig can reach a depth of 300 m with a diameter of up to 300 mm. While the UNIS East borehole could be accessed by road, Janssonhaugen (Figure 2) was reached by a caterpillar towing the rig and accessories on a sledge in winter. Examples of such rigs and the boreholes they have drilled are as follows: Atlas-Roc 701 (Janssonhaugen; Figure 3B), Nemek 501 (UNIS east) and Nemek 300 TS (Bayelva).

3.2.2. Exploration drill rig

The Breinosa 335 m deep borehole was established using an exploration drill rig, prospecting for coal. The rig has a capability of 1000 m and more with a wireline system. A large logistical effort is necessary to supply supercooled water as a drill fluid on-site, and all necessary equipment must be airlifted in place. Today, this rig is no longer located in Svalbard.

3.2.3. Geotechnical drill rigs

Geotechnical drill rigs offer a broad spectrum of drilling and sampling methods for ground investigations. These rigs are self-propelled by tracks, have a weight of around 2 tons, and are operated by a crew of two. Geotechnical rigs offer rotary core drilling, auger, sounding, and DTH. Borehole diameters of up to 160 mm are possible. Both rigs, the Geotech 504 stationed at UNIS (Figure 3C) in Longyearbyen and the GM 50 GT Combi in Hornsund (Figure 3D) used DTH drilling methods to establish boreholes.

3.2.4. Purpose built permafrost drill rigs

The DBNyÅlesund and the new SIOS InfraNOR boreholes around Longyearbyen and Adventdalen were drilled by the UNIS permafrost drill rig, jointly developed by Lutz Kurth Drill systems, Kolibri Geo Services, and UNIS scientific staff, for drilling in remote locations in Svalbard and Greenland, mainly during winter (Figure 3F). The hydraulic rig, powered by a gasoline engine, has a weight of 600 kg and uses coring and percussion drilling methods. A total depth of 50 m can be reached with borehole diameters of up to 116 mm. Without propulsion, the rig is towed on a sledge by a snowmobile, pushed on wheels, or airlifted in place. It has been sent by the medium-sized Dornier airplane from Svalbard to N and NE Greenland for drilling permafrost monitoring boreholes there as well. This drill rig is presently being further developed to improve drilling into as many types of sediments in permafrost landscapes as possible, as part of the SIOS InfraNOR project.

Originally developed for ground investigations in remote areas of Siberia, the Russian drill rig has a total weight of approximately 100 kg (Figure 3E). Both thrust and lifting are done by a manually operated winch, while a one-cylinder, two-stroke engine rotates the drill. The drill operation in Barentsburg used dry coring with a single core barrel with a 50–120 mm diameter range. A maximum depth of 50 m has been reached in peat deposits in northern Russia.

For climate change-related investigations, often a hand drill can provide important information about the ground ice content in the upper meters of the permafrost depending on the sediment type. At UNIS, a STIHL™ BT 121 Earth Auger with drilling extensions and an unflighted (smooth-walled) core barrel with diamond cutting teeth is used for hand drilling to obtain shallow cores (Gilbert et al. 2015).
4. **Ground ice and stratigraphy**

A great deal of information about stratigraphy and ground ice content was collected during the drilling and installation of the boreholes included in this and earlier SESS reports on permafrost. Even for sites where cores and samples were not recovered, driller observations can provide valuable insight into the stratigraphy and ground ice content. Here, we provide the first overview of the stratigraphy and ground ice conditions at all the observation permafrost boreholes included in this report.

Drill records from the DBNyÅlesund site (Figure 2 and Table 1) indicate approx. 3.5 m of overburden sediment, likely moraine material, overlying bedrock. Observations indicate that the transition to bedrock is likely gradational and extends over a few vertical meters. During drilling, cores were retrieved in the upper 3 m of the borehole. Disturbed cutting samples were collected in the bedrock interval. The gravimetric ground ice content varies significantly, from between 5% and up to 40% in the upper 3 m (Figure 4A). No excess or visible ground ice was documented. A few samples from the bedrock interval were also analysed, but should be interpreted with caution, as they are disturbed samples. They show rather low ground ice contents of around 10%. Unfortunately, no drilling log is available from the Bayelva site in Ny-Ålesund.

The Old Aurora Station 2 in central Adventdalen has a sediment cover that is approx. 60 m thick and is comprised of a complex stratigraphy recording both marine (deltaic and fluvial) and terrestrial (aeolian loess) sedimentary infilling and development of a fjord-valley system following deglaciation (Gilbert...
et al. 2018). The ground ice content has been quantified in 350 samples from a borehole located within approx. 100 m radius of the Old Aurora Station 2 site (Gilbert et al. 2018, 2019). These show rather large variability in the top 1.5–3.5 m of terrestrial sediments, from 50% to 160% ground ice content (Figures 4B and 5). The upper 3 m consists of sands and silts deposited as loess and enriched with ice. Below 3 m in fluvial and marine sand, silt, and clay sediments, the ground ice content varies much less and is generally only around 20–40% (Gilbert et al. 2018).

The UNIS East site consists of 4 m of sands and gravels overlying 21 m of marine clays overlying 5 m of moraine material. The amount of ground ice is rather low for this fine-grained site with a maximum of around 30% at 20 m depth, whereas the top permafrost has only around 10% ground ice (Figures 4C). Bedrock was not encountered during drilling of the borehole included in this report but is known to lay between 25 m and 35 m below the terrain surface in this area.

---

**Figure 5:** Permafrost gravimetric ice content in percent for all permafrost observation sites in Svalbard, allowing for direct comparison for the top 20 m.
The Endalen solifluction site is characterized by approx. 4–5 m of diamict material overlying bedrock. The transition to bedrock is gradational and extends over approx. 4 m. Core sample analyses of the top 4.5 m indicate that the ice content within the sediment varies quite a lot but ranges up to 70% (Figure 4D). Segregated ground ice is observed at this site (Figure 6E).

Figure 6: Example images of core samples. A) moraine sediment (UNIS East). B) marine clays (UNIS East). C) ice-poor sands and gravels (UNIS East). D) segregated ice lenses (Old Aurora Station2). E) Segregated ice (black) and gravels (Endalen). A–C reproduced from Gilbert et al. (2019). D reproduced from Gilbert et al. (2018). E Ullrich Neumann.
Stratigraphy at the Breinosa blockfield borehole consists of several meters of weathered bedrock overlying bedrock (Christiansen et al. 2010). Since the borehole was drilled as part of coal prospecting using exploration drilling, no permafrost samples were collected. However, direct field observations in the Breinosa area show high ice contents between individual blocks in the lower active layer in late summer.

The site at Janssonhaugen is drilled using the DTH technique into bedrock. Ground ice content data does not exist. However, XRD analyses of well cuttings from the drilling collected at 3–7 m intervals, show high quartz content interpreted as sandstone (Isaksen et al. 2000). Ice lenses were identified down to 6–7 m depth, just as clean ice chips were blown up during drilling from the most fractured parts (Isaksen et al. 2000).

The Meteo borehole in Hornsund is drilled in crystalline quartz bedrock. Unfortunately, ground ice data are also not available from this site, which was also drilled using the DTH technique. Kapp Linné 1 was drilled into an outcrop of silicified carbonate and clastic sedimentary bedrock, and Kapp Linné 2 was drilled through 6.2 m of beach ridge gravels overlying the same type of bedrock (Christiansen et al. 2010). Ground ice data are not available from these two sites either as drilling was done using DTH (Figure 4C) before the UNIS drill rig was developed.

The stratigraphy at borehole 2 in Barentsburg is 1.3 m of sands and gravels overlain by an intermediate soil loam containing different ground ice structures. A gradual transition to bedrock is encountered at approx. 7 m depth. Some ground ice content measurements exist from the top 6 m. These show a large variation even over a short depth from only a few percent to close to fifty percent (Figure 4E). Borehole 12 in Barentsburg was drilled during coal exploration in the early 1930s, and unfortunately, no detailed description of the stratigraphy for this borehole drilled into sediments is available.

The ground ice content in the Svalbard permafrost observation boreholes is generally largest in the permafrost in valley bottom sediments up to 160%. This is clearly much more ice than in the bedrock sites, which typically have below 15% (Figure 6). In Adventdalen, the permafrost has a much higher content of ground ice, reaching 150% in the top 1–3 m, where terrestrial sediments such as loess and solifluction sediments dominate. Ground ice content is typically lower (approx. 25–35%) in the underlying fluvial sands and gravels and marine sediments (silts and clays) (Figure 6).
5. Meteorology 2016–2019

Air temperatures in Svalbard have increased by 1°C per decade since 1971, while total liquid and solid precipitation has increased by 4% per year (Figure 7 upper), with the most increase occurring in the autumn (NCCS 2019). Mean annual air temperatures at both Hornsund and Ny-Ålesund were reduced by around 2.5°C from 2016 to 2019 (Figure 7 upper). The total amount of precipitation recorded was from around 100 mm (Longyearbyen area) to around 500 mm (Hornsund) less during the 2018–2019 period (compared with 2016–2017 (Figure 7).

Figure 7: Upper: Meteorological records of mean annual (calendar year) air temperature and precipitation from 1979 to 2019 of 3 stations in Hornsund, Longyearbyen, and Ny-Ålesund, covering the variation in our permafrost observation areas in Svalbard. Lower: Mean annual and seasonal air temperature and precipitation for the hydrological years from 2016–2017 to 2018–2019 at the Svalbard Airport in the Longyearbyen area. Hydrological years run from 1 September to 31 August the year after.
Air temperatures in the calendar year 2016 reached a record high mean annual value of -0.1°C recorded at Svalbard Airport (Figure 7 upper), characterised by a particularly warm and wet autumn (Christiansen et al. 2019) (Figure 7 lower). During the 2016–2017 hydrological year (from 1 September to 31 August), mean annual air temperature was -1.9°C, and 305 mm of precipitation was recorded, an above-average amount. During the observation period we report on in this PermaSval contribution mean hydrological annual air temperatures have varied from -1.3°C in 2017–2018 to -2.5°C in 2018–2019 at the Svalbard Airport. Seasonally, at Svalbard Airport, the largest changes are a 1°C cooling in the autumns, but only to a value of -1.2°C in the 2018 autumn. Summers and springs have remained relatively stable with only small increases in the summer of 2019, and from spring 2017 to spring 2018. The largest seasonal variability was observed in the winter air temperatures, which ranged from -5.3°C in 2017–2018 to -9.1°C in 2018–2019. Precipitation has generally been low in all seasons, reflecting the overall dry climate, particularly in central Svalbard. The reduction in precipitation of approx. 100 mm is attributed to drier autumns after the record wet autumn 2016 value of 142 mm (September–November 2016). Autumn 2016 had 47% of the annual precipitation of that hydrological year, with a value clearly much higher than any other season that hydrological year.

6. Permafrost thermal state and active-layer thickness 2016–2019

The permafrost thermal state is presented for the five main permafrost observation sites in Svalbard: Ny-Ålesund, Adventdalen, Kapp Linné, Barentsburg, and Hornsund (Figure 2). Borehole locations and instrumentation at each site were previously described in detail in Christiansen et al. (2019), Gilbert et al. (2019), Boike et al. (2018), Demidov et al. (2016), and Isaksen et al. (2001). We present hydrological year data, calculated from 1 September to 31 August the year after.

Permafrost temperature at the depth of zero annual amplitude (DZAA) is typically found between 10 to 20 m and reflects climate and ground conditions over a longer duration. Temperature at the DZAA is commonly used to interpret the response of permafrost to climate changes. The top permafrost temperatures respond to annual and even seasonal variations and are thus more directly sensitive to short-term meteorological fluctuations.

Interpolation is used at the end of the thawing season to calculate active-layer thickness from the borehole temperature data. For the three CALM grids in Svalbard, located in Adventdalen (UNISCALM), near Barentsburg, and in Ny-Ålesund (Christiansen & Humlum 2008; Shiklomanov et al. 2012; Christiansen et al. 2019), the active layer thickness is determined by manual probing at 121 points, spaced evenly in a 100 m x 100 m grid, reporting the mean for the entire grid.

6.1. Permafrost thermal state

The permafrost surface temperatures, determined from the upper-most temperature sensor within the permafrost, typically varied less between the observation sites in Svalbard than the deeper permafrost temperatures during this observation period, with a range only from around -1°C to -4.5°C (Figure 8a). There is a general decline observed in all sites ranging from 0.3°C to 1.2°C, in response to decreasing mean annual air temperatures and precipitation during the three-year period.

The lowest permafrost temperatures at DZAA are observed in boreholes at inland mountain sites at higher elevations, such as Breinosa (677 m a.s.l.) and Janssonhaugen (254 m a.s.l.), and in sites with thin winter snow cover and winter cold air drainage such as in Adventdalen Old Aurora Station 2 (Figure 8). In these sites, observed permafrost temperatures are around -5°C, with a slightly positive trend over the observation period only for Janssonhaugen. Sites where winter snow cover (e.g. UNIS East) is thicker and/or with a thick, moisture-rich active layer (e.g.
Endalen), have characteristically higher permafrost temperature from -4° to -2.5°C, also with a slightly positive trend. Permafrost temperatures at DZAA are higher in the more coastal lowland sites in Ny-Ålesund (25 m and 55 m a.s.l.), Barentsburg (95 m a.s.l.), and Kapp Linné (20 m a.s.l.), ranging from -2.2°C to -3.1°C. These coastal sites also had a smaller increase in permafrost temperatures. The highest permafrost temperature observations at DZAA are from Hornsund, where temperatures are only -1.2°C at 12 m depth. This value has been rather stable over the two-year observation period (Figure 8B). Clearly, most of the deeper permafrost temperatures still increase slightly, responding to the overall decadal warming that has been going on in Svalbard.

Figure 8: Mean annual ground temperature development as recorded at (A) the permafrost surface (represented by the upper-most temperature sensor in the permafrost) and (B) the depth of zero annual amplitude (DZAA) or deepest sensor for the hydrological years 2016–2017 to 2018–2019. DZAA (black text) or location of the deepest sensor (red text) is given in brackets beside each borehole in the legend. Borehole location areas are shown in Figure 5.

### 6.2. Active layer thickness

Most of the active layer thickness observations fall in a range from 100 to 200 cm (Figure 9). However, in the highest located borehole at Breinosa, the active layer has been as shallow as 49 cm, and we observe much thicker active layers in the bedrock coastal site at Kapp Linné around 3 m and at Hornsund around 5 m. The active layer is generally thinnest at sites with well-drained sediments in the Adventdalen area such as Breinosa, UNIS East, and the Old Aurora Station 2, ranging from 50 to 100 cm. Observations from boreholes in sediment and moraine, e.g. Ny-Ålesund and Barentsburg, suggest an active-layer thickness of approx. 150 cm. Thicker active layers in slopes e.g. Endalen and in bedrock boreholes e.g. Kapp Linné and Janssonhaugen, are observed all around 175 to 200 cm. The deepest thaw depth is recorded at the Meteo borehole in Hornsund – approx. 500 cm. The observations at Hornsund are quite exceptional and might reflect a more complicated situation at the site than simple heat conduction. The very thick active layer may be influenced by groundwater flow during summer, but it is also possible that the quartzite bedrock with its high thermal conductivity causes this.
The active-layer thickness has doubled at the blockfield bedrock site at Breinosa to 98 cm and has increased by 75 cm at the Meteo raised beach bedrock site in Hornsund over only 1 year (Figure 9). At the Barentsburg Borehole 12, the active layer thickness decreased by 37 cm over the observation period. At the Janssonhaugen and the Kapp Linne bedrock borehole sites active-layer thickness increased slightly over the three-year observation period, while a slight decrease was observed at all other sites.

Figure 9: Active-layer thickness through the 2017–2019 period. Values are reported in autumn of each year. The active-layer thickness is determined by interpolating the temperature profiles at the end of the thawing season. CALM grid means also show one standard deviation. Note the break and change in the vertical axis and spacing to accommodate observations from Hornsund.

7. Conclusion

Being able to combine the information on the ground ice content with the permafrost ECVs allows for an improved understanding of the permafrost ECV dynamics during the observation period 2016–2019 in Svalbard. The presented permafrost ECV data range from either no warming (Breinosa at 10 m depth; DBNyÅlesund at 20 m depth; Borehole 12 Barentsburg at 15 m depth) up to 0.15°C/y warming (Janssonhaugen at 20 m depth) to 0.6°C/y warming (Janssonhaugen at 20 m depth) to 10–20 m depths. This shows that there is still a response to the general warming that Svalbard has seen over the last decades. On the rather short time scale of our three-year observation period in which mean annual air temperature declined and there was reduction in the annual amount of precipitation, the temperature in the top permafrost decreased in all observation sites ranging from 0.2°C/y (Kapp Linne 1) to 0.6°C/y (Borehole 12 Barentsburg) as a response to this small-scale variability.

The active layer has generally decreased slightly in thickness, ranging from 1 cm/y (DBNy-Ålesund) to 6.5 cm/y (Old Aurora Station Adventdalen), but two sites had small increases from 1 cm/y (Kapp
Linne 1) to 3.5 cm/y (Janssonhaugen). However, two other sites experienced larger changes. In the blockfield at Breinosa, the active layer increased by 24.5 cm/y, while in the raised marine sediments at Borehole 12 in Barentsburg, the active layer thinned by 18.5 cm/y in the two-year observation period from summer 2017 to summer 2019.

Less than half of the observation boreholes have detailed ground ice information, but the ones that have this information represent both bedrock and sediments and thus allow us to extrapolate this information and use it at a general level to interpret the results from all the permafrost observation sites. Most of the permafrost observation sites have warmed only slightly at 10–20 m depth but at the same time show consistent cooling in the top permafrost and small-scale thinning of the active layer in response to the cooling over the observation period 2016–2019. However, two sites have not seen warming at 10–20 m depth and had cooling of the top permafrost and decreasing active layer thicknesses (DBNyÅlesund and Borehole 12 Barentsburg). Both had relatively high ground ice contents in the top permafrost, which is sedimentary. Bedrock underlies the Ny-Ålesund site, while the entire borehole is in sediment in Borehole 12 in Barentsburg. This shows how high ground ice contents protect and preserve the permafrost.

The blockfield observation site at Breinosa had no warming at 10 m, exhibited permafrost top cooling, and at the same time experienced an active layer doubling. Clearly, more air circulation must be the main reason why the active layer doubled in this landform, with no other landforms having this response. This, clearly, was not directly air temperature driven, but was probably also caused by less precipitation. The only other site which had a small-scale active layer increase (3.5 cm/y) was the hilltop Janssonhaugen borehole site, which had permafrost warming at 20 m, while the permafrost top cooled. This presumably reflects the influence of the slight summer warming in combination with the exposed nature of the hilltop, which prevents snow accumulation at this site and allows quick heat conduction into the bedrock which probably has low ground ice content.

Additionally, the overview of the drilling equipment clearly demonstrates how well-equipped Svalbard now is for drilling boreholes with both methods and a range of equipment, allowing for both deep and shallow boreholes. The review of the drilling methods used for the present observation boreholes also shows that most drilling operations, even though made for permafrost observation, did not collect cores, and some did not even have any stratigraphical record.

**8. Unanswered questions and recommendations for the future**

- **Always collect ground ice and stratigraphy information from long-term permafrost observation sites** – This reporting shows how important data on stratigraphy and ground ice content are to best understand the detailed responses of permafrost to climatic changes. Therefore, it is a clear recommendation to invest in obtaining and analysing the ground ice content of cores collected through drilling of all new boreholes being established for permafrost ECV observation. This is more costly but clearly provides important data for interpreting the observed permafrost ECV data in larger detail and thus allows us to better predict future responses to climatic changes. Also, the present drilling equipment in Svalbard will be/is now offering a very good variety of methods which suit most needs from shallow to deep boreholes.

- **Consider expanding the permafrost observation network** – Expand the network to make sure it contains not only all the different parts of Svalbard but also covers the landform variability. The presented results clearly show how different landforms can respond very differently to the same climatic forcing. Other types of site-specific forcing are also very important, such as grain size, lithology, ground ice content, aspect, and vegetation cover.
• **Perform ground ice studies from slopes** – Current knowledge about ground ice in Svalbard is focused on coastal lowlands, valley bottoms, and periglacial landforms such as pingos and solifluction sheets. Climate change is expected to impact landslide frequency in sloping terrain. However, knowledge about the amount and distribution of ground ice in slope deposits is sparse but could improve estimates of the future stability of slopes in Svalbard. New boreholes should be drilled in slopes with cores retrieved and laboratory studies carried out to quantify the ground-ice content and stratigraphy. Temperature and pore water pressure sensors should be installed in such boreholes to improve our understanding of their sensitivity to climate change and for preparedness situations in populated areas.

• **Get more permafrost ECV and SIOS SCD operational and online** – New boreholes, or old boreholes getting new instrumentation, should be using modern technology that provides online access to the permafrost data for improved direct scientific and societal use.

### 9. Data availability

The permafrost ECV data included is generally available through the Global Terrestrial Network for Permafrost (GTN-P) database. These two types of permafrost ECV data are both SIOS core data, and therefore, also available through the SIOS data access portal. An overview of the permafrost temperature data are included in Table 2. Ground ice content data are available through the references included in this report or by contacting the authors. The information about the drilling equipment is all included in the text, figures, and Table 1.

**Table 2.** Permafrost temperature data in GTN-P and as appearing in the SIOS data access portal.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Period</th>
<th>Location</th>
<th>Metadata/Data Access</th>
</tr>
</thead>
</table>
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Frequently Asked Questions

How representative is Svalbard for future Arctic climate evolution? An Earth system modelling perspective (SvalCLIM)

What is Arctic Amplification?

The world warms in response to anthropogenic greenhouse gas (GHG) emissions, but there are substantial regional differences in the rate of the warming. In particular, the Arctic warms at a much greater rate than the rest of the world. This accelerated warming is often called Arctic Amplification.

What causes Arctic Amplification?

Several mechanisms cause Arctic amplification. As early as 1869, Swedish scientist Svante Arrhenius realised that changes in atmospheric CO2 concentration could alter the surface temperature and that the change would be especially large in polar regions due to reduced albedo as the snow and ice retreated. Additional causes of enhanced warming in the Arctic are changes in clouds, a flattening of the atmospheric vertical temperature gradient, increased water vapour content and surface fluxes as well as changes in atmospheric and oceanic energy transports.

What is CMIP6?

CMIP6 stands for Coupled Model Intercomparison Project Phase 6. This project coordinates climate model experiments involving 33 international modelling teams. Using many different models and scenarios, they try to: 1) find out how the earth system responds to various climate forcings; 2) identify causes of systematic bias in the models; and 3) figure out how best to predict climate change, given climate variability and uncertainties in the scenarios.

Why are so many models and scenarios used to project climate change?

Climate change involves many factors: emission of greenhouse gases (such as carbon dioxide, methane, nitrous oxide), airborne particles (aerosols, dust, smoke, and soot), physical and chemical processes. How the climate evolves will also depend on how society acts to adapt and mitigate to future changes and thus several future scenarios are used for future projections. By using an ensemble of models and scenarios, researchers can obtain a range of possible future states and better understand the uncertainties.

What are climate feedbacks?

Climate feedbacks are processes that can either amplify or diminish the effect of the drivers of the climate, the so-called climate forcings.

Positive climate feedbacks accelerate the effects of climate forcers, while negative feedbacks slow them down. One example is the ice and snow albedo feedback. Surfaces covered with ice and snow efficiently reflect solar radiation back to space. As temperatures rise, ice and snow melt and the bright surface is replaced by darker land and ocean which absorb solar radiation, hence accelerating warming.

Space Physics in Svalbard: A study of the energy input into the polar ionosphere using SuperDARN

What causes the aurora and how high is it?

The aurora occurs when high energy particles from the Sun collide with oxygen and nitrogen gas particles in the Earth’s upper atmosphere at high latitudes. These collisions occur from approximately 100 to 250 km altitude, depending on the energy of the incoming particles. Collisions with different types of gas particles produce different colours. The green auroral emission occurs at about 100 km altitude, and the red emission up to about 250 km.
Why is Svalbard an important location for studying the aurora?

Svalbard is ideally located for studying a funnel-shaped region of the Earth's magnetic field called the "cusp". This region provides a pathway for particles from the Sun to enter the Earth's atmosphere and produce a unique type of aurora. During the polar night, it is possible to see this aurora when Svalbard rotates under the cusp between about 08:00-12:00 local time. Due to its location and supporting infrastructure, Svalbard is the only place on Earth where it is both possible and practical to study the cusp aurora from the ground.

What is “Space weather” and why is it important?

Space weather occurs when the Earth's space environment is disturbed by solar activity such as large explosions and X-ray flares. These disturbances can have a significant impact on technology including satellite navigation systems and long-distance radio communication, especially at high latitudes. Space weather events may also damage satellites and electric power grids, and pose a radiation risk to astronauts. It is important to understand Earth's space environment so that space weather events can be predicted.

How can radars be used to study the upper atmosphere (and magnetosphere)?

At latitudes above 65°, the Earth's upper atmosphere is constantly in motion due to the interaction between the Sun's and Earth's magnetic fields. Typical speeds are 500-1000 m/s, but can sometimes exceed 3000 m/s! Radars can be used to observe this motion by transmitting signals up into the atmosphere and then measuring the Doppler shift caused by the motion. Some radars can also measure the temperature and density of the atmospheric particles, which depends on collisions between particles and the motion of the atmosphere as a whole.

Scientific Applications of Unmanned Vehicles in Svalbard (UAV Svalbard)

What are the biggest challenges to flying drones in the Arctic?

The main challenge is low air temperatures, which make piloting drones difficult and reduces their battery capacity.

Svalbard's high latitude can mean interference in the magnetic field and low GPS coverage, perturbing the drone's positioning system.

Wildlife can pose problems. Seabirds can attack drones and pilots operating near breeding or feeding grounds. Mammalian wildlife may be frightened by the rotor noises. Stressing Svalbard's fauna is prohibited.

High winds, visibility, and icing can cause problems, restricting operations to fair weather.

What do I have to do to fly a drone on Svalbard?

Norwegian regulations for drone operations currently apply to Svalbard. For simple missions this means:

- Disturbing Svalbard’s wildlife is prohibited
- Fly no higher than 120 meters above ground
- Keep 150 meters away from people, buildings, boats, etc
- You must always be able to see your drone
- Familiarize yourself with rules about filming and photographing other people
- Flying drones in the dark is prohibited
- Stay at least 5 km away from airports in Longyearbyen and Svea. Obey the 20 km no-fly zone around Ny-Ålesund

Starting 1 January 2021, the new EU drone laws will apply.
How are drones used for science in Svalbard?

Drones are used scientifically in many ways in Svalbard. Most scientists use simple drones to take pictures from above. This method can generate maps and 3D landscape models that are useful for many scientific disciplines in Svalbard. Examples include assessing vegetation covers, counting reindeer, mapping glacier crevasses, identifying geohazards, digitizing geological outcrops, etc. Some scientists use more sophisticated drones, such as fixed-wing drones, for more advanced purposes, like atmospheric measurements or mapping of large areas.

I want to use drones in Svalbard. How can I get access to drone infrastructures?

Several facilities can be used to obtain access to drones on Svalbard. The University Centre in Svalbard (UNIS) and the Svalbard Integrated Arctic Earth Observing System (SIOS), both offer drone and pilot rental services.

I am using drones for science in Svalbard. Why should I share and long-term store my results?

Data collected with drones can potentially be useful for others in ways that the original drone operators cannot easily predict. For example, a drone campaign mapping glacier surfaces to study crevasses could be used in the future to monitor long-term changes in the glacier’s volume and extent. Researchers must share their results with the scientific community and ensure long-term storage of their data. Most university libraries can help with long-term storage of research data and open-access and can advise on general data management strategies.

Arctic haze in a climate changing world: the 2010-2020 trend (HAZECLIC)

What is the Arctic haze?

Arctic haze is a "mist" made of fine (submicrometric) particles, mainly anthropogenic in origin, due to emissions from mid-latitude areas (especially Europe and the former Soviet Union). The particles are transported to and trapped in the Arctic air mass during winter and early spring.

How does Arctic haze affect daily life in Svalbard?

The fine particles composing the haze are very efficient at scattering visible solar radiation, leading to a cooling of the atmosphere. Haze also weakly absorbs light due to the presence of black carbon. The net result is a noticeable reduction of visibility to a few kilometres and the "weak" absorption may strongly affect climate when carbon settles on the highly reflecting Arctic snow and ice pack.

Moreover, haze contains toxic species (e.g. heavy metals) potentially harmful to man and environment on both short and long-term scales.

How can the Arctic haze be traced and monitored?

By measuring the concentration of selected chemical species in atmospheric aerosols collected at strategic sites, it is possible to detect and track changes in the extent and features of Arctic haze. Particularly relevant markers are sulphate, ammonium, nitrate, and elemental and organic carbon.

Is there a long-term trend in the Arctic haze?

Sulphate concentrations show a significant decrease over the last few decades, consistent with the decrease in SO2 emissions since the early 1990s. This decline is still ongoing and sulphate needs to be monitored further to reliably assess the climatic and environmental impact of the Arctic haze.

Microplastics in the realm of Svalbard: current knowledge and future perspective (MIRES)

What are microplastics?

Microplastics are small bits of plastic (<5 mm) which are not different from any other plastic except the size. On the basis of their origin, microplastics can be divided into two categories: primary and secondary. Primary microplastics are manufactured with a function in that size category
and are commonly used as exfoliants/scrubbers in cosmetics and industrial abrasives. In contrast, secondary microplastics originate from the fragmentation of larger plastics under the influence of light, mechanical abrasion, and temperature fluctuations.

**How do microplastics travel to Svalbard and where do they come from?**

Microplastics can travel to Svalbard with atmospheric currents, ocean currents and migratory birds, from local and distant sources. Local sources include commercial activities like fishing, shipping, and tourism, household activities such as washing of synthetic textile clothing, personal care products (e.g. toothpaste, exfoliants, etc.), as well as dumpsites and landfills, sewage, car/truck tyres and snowmobile belt wear dust, etc. Long-distance sources are mostly from similar to the local sources but on a larger scale.

**How far can microplastics travel?**

Microplastics may be transported over vast distances, from densely populated areas to the most remote places on Earth, including Antarctica and the Arctic. Researchers estimate that each year the atmosphere transports 140 metric kilotonnes (kt) of traffic-produced particles into the world’s oceans – equivalent to the amount delivered by rivers – and 86.1 kt to the world’s ice and snow.

**Environmental status of Svalbard coastal waters: coastscapes and focal ecosystem components (SvalCoast)**

**Will we lose the fjord ice in western Svalbard in the near future?**

In no recent year has ice been completely absent from western Svalbard fjords. Between 1973 and 2000 there was around 12 000 km² of sea ice that lasted two months or more, while in 2014-2019 the sea-ice extent fell to half (6000 km²). A further 2°C increase in mean winter air temperatures will most likely result in only 2000 km² of fast ice with very little ice in the innermost fjord arms of western Svalbard.

Has there been a huge increase in cruise tourism in Svalbard the last decade (before COVID-19)?

Although fewer oceangoing cruise ships come to Svalbard after the use of crude oil fuel was banned in 2015, these ships have become larger so the number of passengers has increased by ~30% to around 40 000 in 2019. Smaller expedition ships have increased from <20 ships in 2008 to 73 in 2019. The number of day-tourists in the Isfjorden–Ny-Ålesund area has also increased, from <10 000 in 2009 to ~30 000 in 2019. The boat season now starts earlier and ends later due to the reduction in sea ice.

**Will warmer sea temperatures lead to new opportunities for fisheries in Svalbard?**

Schools of Atlantic cod in Svalbard fjords are nothing new. In 1874-1882 there was a rich cod fishery in Svalbard. Cod was also plentiful around 1939 and from 1960 to the end of the 1970s. The past decade’s abundance of cod is explained by unusually strong year classes and incursion of Atlantic water into the fjords. Today, the main commercial fishing in Svalbard fjords is for shrimp. In the future it may be possible to catch snow crab here, but so far only one two snow crabs have been detected in Svalbard fjords, in Raudfjorden in 2017 (by UNIS).

**Which seabird species are most threatened by climate change?**

Seabird populations are declining worldwide and climate change is considered to be one of their main threats. In Svalbard, we observe that “Arctic species” like Brünnich’s guillemots, glaucous gulls and ivory gulls grow less numerous year after year. However, some species might cope better with global warming; some may even benefit from it. For example, species like the great skua, northern gannet and common guillemot, which normally breed in temperate environments, are doing well and their populations have been rapidly increasing in Svalbard.
From land to fjords: The review of Svalbard hydrology from 1970 to 2019 (SvalHydro)

The Arctic, including Svalbard, is warming twice as fast as the global average: why is that?

The Arctic atmosphere is relatively thin, so any additional energy will affect proportionally more of it. The snow and ice cover of the land and ocean act as an energy sink: large amounts of atmospheric energy are consumed simply in melting it. As snow and ice extent decreases, less energy is used in this way, so more is available to warm the surface. Third, and most importantly, the loss of snow and ice, particularly over the ocean, greatly reduces surface reflectivity, and allows more atmospheric energy to be absorbed: this melts snow and ice faster and further reduces reflectivity, in a highly effective feedback loop. [RH]

How is climate change affecting local environment in the Arctic (hydrology in particular)?

The most visible effect is rapid retreat of glaciers and thinning of ice caps. Climate warming means that summer is longer, warmer and wetter as we see more rainfall (even in winter). It is no longer a polar desert. All this affects plants and animals, rivers, lakes, fjords, seas and oceans. In general, we see an initial increase of freshwater as glaciers melt, releasing water that used to be frozen, but we do not know how long this overall increase will last. In places where glaciers are small, and their retreat is significant, we already observe a decrease in freshwater production. There are many uncertainties in Arctic hydrology and the entire story of change remains to be told. [JK, AN]

Why is it necessary to study water bodies in the Arctic if they are frozen for most of the year?

Arctic water bodies are sensitive to the rapid climate changes occurring today. We don’t know how these changes will affect the whole region in the future, especially its ecosystems. Ultimately, we aim to predict changes under different future climate scenarios. To do that we need to collect data on site and maintain long-term monitoring, which unfortunately can be labour-intensive and costly. [AARI]

What would happen to the river flowing from a glacier if/when that glacier melts away completely?

It is hard to estimate exactly, but we expect that annual river runoff will decrease by the amount that comes from annual glacier melt. In low-water periods without rainfall the river will be more likely to dry up. However, the Arctic is getting wetter. So, the absence of glacier meltwater could potentially be balanced by input from rainfall, snowmelt, water exchange with permafrost active layer and other underground sources. We simply don’t know. That is why these elements of water balance should be studied more extensively. [AARI]

What are the changes in precipitation patterns and how do they influence hydrology in Svalbard?

An immediate consequence of the continuous increase in air temperature is an increase in the amount of liquid precipitation and a prolongation of the melt season across Svalbard. Melting is starting earlier, while the winter freeze-up is starting later. This results in a reduction of the snowpack and a shift of the hydrological regime. High flows occur more commonly in autumn and early winter rather than spring. Catchments dominated by snow are transitioning to mixed rain and snow dominance, and in future will shift towards rain-dominated. [IG]

Satellite and modelling based snow season time series for Svalbard: Inter-comparisons and assessment of accuracy (SATMODSNOW)

How is snow measured in Svalbard?

Snow depth is measured at a few meteorological stations, and snow campaigns provide more detailed measurements over wider areas. Optical satellites can measure snow cover fraction during daylight on clear days, and radar satellites can detect wet snow despite clouds and (polar) night. New satellites give higher resolution data than the old ones. Measuring snow mass requires new and more sensitive radar sensors. Satellite sensors are not yet sensitive enough to measure snow depths, but ground-penetrating radars on snowmobiles or drones can survey limited areas.
How does snow modelling work?

Hydrological snow models mainly use temperature and precipitation data from the meteorological service. The model aggregates precipitation as snow during cold periods and melts snow when temperatures are above 0°C. The uncertainty of the meteorological data on Svalbard is high since there are few meteorological stations that can provide input to the model. This uncertainty is propagated as increased uncertainty in the hydrological snow models.

Can the snow models be improved to more accurately predict snow depths on Svalbard?

Yes. Snow model performance is currently limited by the sparseness of input data. Addition of new meteorological stations has already expanded access to local data. Ongoing development of radar satellite sensors that can measure snow all over Svalbard will further improve the models. Comparison of the first and last snow-free days predicted by models versus historical satellite time series may allow us to refine the input data (precipitation and/or temperature) used in historical models and thus improve model performance.

Svalbard snow and sea-ice cover: comparing satellite data, on-site measurements, and modelling results (SvalSCESIA)

What is the difference between sea-ice area and sea-ice extent?

Both sea-ice extent and sea-ice area are measures of the ice-covered area in a region, and sea-ice extent is always larger than sea-ice area. Sea-ice area is the total area of the sea ice itself, whereas sea-ice extent describes the total sea surface that is ice-covered according to some ice concentration threshold (15% ice concentration is a commonly used threshold). This means that the sea-ice extent also includes many square kilometres of ice-free water between ice floes, which is the reason why sea-ice area should be preferred for some applications.

Terrestrial photography applications on snow cover in Svalbard (PASSES)

What are the advantages of participating in the PASSES survey?

By sharing your information, you could be involved in future opportunities where your facilities could be used for snow cover studies.

Who can participate in the Survey?

Whether organisation or private citizen, anyone who is interested in extracting information from their time-lapse images and helping monitor climate change is welcome to participate.

How do I sign up for the Survey?

It’s easy! All you need to do is go to https://niveos.cnr.it/passes/, click on the “REGISTER NOW!” link and fill in your information.

What kind of information does PASSES require?

The first contact requires only basic information about your setup (location, coordinates, purpose) and acceptance of terms (use and privacy).

How can I protect my data? Will I still own them?

We are collecting only information (metadata) and your data are not requested. We wish in the future to establish a camera network that gives users an overview of where the cameras are and what is required for processing the data.

Is there a need for professional/paid software to process the data?

No, in the future we hope to have resources to prepare a standardised methodology for processing your data without efforts from your side.
What is the temperature of the permafrost in Svalbard?

That varies depending on where in the permafrost it is measured. At 10-20 m depth where the annual air temperature fluctuations do not have any influence, mean annual temperatures range from -5°C to -1.2°C. In the top permafrost we recently have less variation as mean annual temperatures there range from -1°C to -4.5°C.

What is ground ice and why is it important?

This is ice formed due to freezing conditions in the permafrost. The ground ice content can be either high or low. If the ground ice content is high, this mean that thawing of permafrost in a climate that is warming will take longer time, as all the ice needs to melt before the permafrost can thaw.

Why is it called permafrost thaw and not melt?

Permafrost can contain ground ice, sediment, rock or organic material. Of these, only ice melts, when changing from solid to liquid form, when the temperature increases above 0°C. Neither sediment nor rock nor organic material will physically change state or melt at that temperature. You can remember this if you think of permafrost as a chicken. If you want to eat a frozen chicken for dinner, you must defrost it before you can eat it. Your frozen chicken can only thaw, it doesn’t melt!
You can find this and previous SESS reports on our webpage:  
https://sios-svalbard.org/SESSreport

Visit the SIOS data access portal to find metadata and datasets described in this report:  
https://sios-svalbard.org/metadata_search